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Abstract 

Artificial intelligence (AI) is a branch of computer science that makes the computers to mimic the human 

behavior and assist humans for better performance in the field of science and technology. It refers to the ability 

of machines to perform cognitive tasks, such as thinking, perceiving, learning, problem solving, and decision 

making. The goal of it is to make a machine as smart as a human. Particular applications of AI are in advanced 

web search engines, internet, robotics, biometrics identification, speech recognition, natural language generation, 

virtual assistants, superhuman play, and to analysis in strategy games, autonomous vehicles, etc. At present many 

organizations are applying AI accurately and efficiently to provide security to their data and information 

systems. If AI system is not properly operated, it may face technical difficulties, data difficulties, security snags, 

etc. The purpose of this study is to discuss aspects of AI, and its present and future applications for the welfare of 

the global humanity. 

Keywords: AI, ML, DL, speech recognition, biometrics, cyber-attacks, cyber-security 

1. Introduction 

Artificial intelligence (AI) is the capability of computational systems to perform tasks associated with human 

intelligence, such as learning, reasoning, problem-solving, perception, and decision-making (Agrawal et al., 

2019). It is the study of how human brain thinks; and how humans learn, decide, and work while trying to solve 

a problem, and then using the outcomes of it as a basis of developing intelligent software and systems. The AI 

powered machine can perform many jobs at once with accurately and efficiently (Young et al., 2019). At present 

AI is impelling our daily lives, communities, and governmental structures more than ever before (Uzun et al., 

2022).  

The AI is a combination of science and technology that is based on many subjects, such as mathematics for 

developing algorithms, statistics for handling huge data, computer science to run the algorithm for implementing 

the concepts, neuroscience that studies human mind and its behavior, and some other subjects, such as 

philosophy, psychology, biology, engineering, and linguistics (Ghosh & Thirugnanam, 2021). It is an attempt to 

make a computer, a robot, and other piece of technology to think and process data in the same way as the 

humans do. It deals with bridging the gap of communication between the computer and human languages in a 

smart way. It can simulate human thought process, and can take actions based on these thoughts and even can 

draw conclusions (Aderibigbe et al., 2023). 

Exponential growth of AI is observed globally. For example, in the USA the investment has increased by 20% in 

2019 with $28.5 billion, and that of in The European Commission has reached to €20 billion in 2020 (Wirtz et 

al., 2019). It is expected that AI technological area will provide more than 2.5 million jobs by 2025. It is 

estimated that its economic size could generate to $13 trillion by 2030 (Bughin et al., 2018). 

2. Literature Review 
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A literature review in research is a comprehensive analysis of existing published and unpublished academic 

works on a specific topic that provides an overview of the current state of knowledge that identifies key debates, 

and highlights gaps in the research (George et al., 2023). It synthesizes and evaluates previous research to 

provide context for a new study. It is often a part of a graduate and post-graduate requirement, such as in the 

preparation of a dissertation, or a journal article (Baglione, 2012). Sikender Mohsienuddin Mohammad has 

discussed different technologies in AI and how they apply to improve the performance of multiple sectors at 

present and future applications. He has observed that AI is the foundation of multiple concepts, such as 

computing, software creation, and data transmission (Mohammad, 2020). Parvinder Singh and Mandeep Singh 

have found that the fraud cases related to credit card, debit card, mobile banking and internet banking, online 

shopping, online bill payment, insurance premium, online recharges and online reservation of railways, bus, etc. 

are increasing, and it puts a great burden on the economy, affecting both customers and financial bodies (Singh 

& Singh, 2015). Cédric Beaulac and Fabrice Larribe have used Hidden Markov Models to build narrow AI that 

estimates the unknown position of a mobile target moving in a defined environment. They have used the 

Baum-Welch algorithm as a statistical learning tool to gain knowledge of the mobile target (Beaulac & Larribe, 

2017).  

Muhammet Damar and his coauthors have realized that the concepts of generative AI, super AI, and narrow AI 

have attracted considerable attention for the success of ChatGPT. They have estimated that AI could generate an 

economic size of $13 trillion by 2030 (Damar et al., 2024). Rebecca Marrone and her coworkers have set four 

underpinning propositions that will help to guide the integration of AI and human creativity. They have shown 

that these propositions explain not only why AI is not independently creative, but also how AI can support and 

augment human creativity in areas, such as education (Marrone et al., 2024). Shruti Joshi and her coworkers 

have explained various voice recognition systems that are used various techniques to decode human speech. 

They have shown that the voice recognition module VR3 that is speaker dependent is the best suited for use in 

projects of making automated systems (Joshi et al., 2017). 

Zahid Akhtar and his coworkers have addressed that biometrics the issues, such as identity theft and security 

threats, a continuously evolving technology is presently being deployed in a wide range of personal, 

government, and commercial applications. They have presented an overview of biometric research and more 

importantly the significant progresses, such as spoofing, evasion, obfuscation, face reconstruction from DNA, 

Big data issues in biometrics, etc. that have been attained over the recent years (Akhtar et al., 2018). Krupal 

Joshi has studied that AGI represents a significant leap in the field of AI, defined by its ability to perform any 

intellectual task that a human can that is characterized by versatility, adaptability, autonomy, and reasoning 

capabilities. He explores the defining features of AGI, such as its cognitive flexibility and capacity for 

autonomous decision-making and problem-solving. He has emphasized on ethical frameworks and governance 

structures in AGI development among scientists, policymakers, and society for the benefit of humanity (Joshi, 

2024). 

Karamjit S. Gill has thought that the new wave of super AI raises a number of serious societal concerns, such as 

the crises and shocks of the AI machine that will trigger fundamental change and how should we cope with the 

resulting transformation; the implication be if AI machine takes over and transforms the way we live and work; 

technology do to work, employment, economy, governance, state, democracy and professions; the social and 

political implications of employment if people are replaced by the machine; the state disappears, and so do 

economy, professions, employment, politics disappear; digital economy be regulated, measured, and controlled; 

the AI machine with its embedded machine learning algorithms be monitored and controlled; new politics 

emerge as another digital game, and what would the rules of this game be; and how would these rules change the 

playing field of the game of politics itself (Gill, 2016). Bartosz Kopka has studied the advantages and 

disadvantages of AI-based chatbots. He has listed the advantages of it as; facilitating access to information for 

citizens, reducing costs in providing services to citizens in the public sector, and making the chatbot system more 

attractive to users, thereby encouraging more active use. He has noted disadvantages of it as the time-consuming 

nature of regularly processing new data and the inability to fully mimic human brains and behaviors in emulation 

(Kopka, 2011). 

3. Research Methodology of the Study 

Research is a creative and systematic investigation and study of materials and sources in order to establish facts, 

and reach new conclusions for increasing the stock of knowledge through the generation of new concepts, 

methodologies, and understandings (Adams et al., 2007). It describes the techniques and procedures used to 

identify and analyze information regarding a specific research topic (Mohajan, 2018b). Three main forms of 

research are i) exploratory research that helps to identify and define a problem, ii) constructive research that tests 

theories and proposes solutions to a problem, and iii) empirical research that tests the feasibility of a solution 

using empirical evidence, which has two major types; qualitative research and quantitative research (Muijs, 
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2010; Mohajan, 2017). Qualitative research aims to gather and analyze non-numerical data in order to gain an 

understanding of individuals’ social reality, including understanding their attitudes, beliefs, and motivation (King 

et al., 2021). Quantitative research is a research strategy that focuses on quantifying the collection and analysis 

of data that is formed from a deductive approach where emphasis is placed on the testing of theory, shaped by 

empiricist and positivist philosophies (Bryman, 2012; Mohajan, 2020). 

Methodology is the systematic approach or set of methods used to conduct research, gather information, and 

achieve a specific goal that is the backbone of any study, providing a structured path for researchers to follow. It 

is a fundamental concept that plays a crucial role in various fields of study, guiding researchers and practitioners 

in their quest for knowledge and problem-solving (Herrman, 2009). Research methodology is the specific 

procedures used to identify, select, process, and analyze information about a topic. It describes the techniques 

and procedures used to identify and analyze information regarding a specific research topic (Howell, 2013).  

4. Objective of the Study 

When machines are equipped with man-made intelligence to perform intelligent tasks similar to humans is 

known as artificial intelligence (AI). It encompasses a wide range of approaches, methodologies, and techniques 

aimed at mimicking human intelligence in machines (Damar et al., 2024). Therefore, the AI is a study how the 

human brain thinks, learns, and makes decisions when it tries to solve problems. The aim of AI is to improve 

technology by adding functionality related to the human acts of reasoning, learning, and problem-solving 

(Bermudez, 2017). The AI is one of the fastest-growing technologies that is making human life much easier by 

providing solutions for complex problems. It should also be able to correct itself, if it makes a mistake that is 

able to make a decision in a given situation like human beings and in some cases even better (Anderljung et al., 

2023). Main objective of this article is to provide introductory ideas of AI and its usefulness and drawbacks. 

Other minor objectives of the study are as follows (Mohajan, 2018a): 

1) to highlight on overview of AI, 

2) to focus on types and domains of AI, and 

3) to discuss application of AI.  

5. An Overview of AI 

The artificial intelligence (AI) has no universally agreed definition. It is the advancement of computer systems 

that can execute tasks typically requiring human intelligence, and can perform human-like cognitive functions, 

such as learning, logical reasoning, problem-solving, decision-making, and language comprehension (Miller, 

2024). The AI technologies are used in various sectors, such as voice assistants, navigation, translations, 

e-services, autonomous vehicles, and smart home devices (Serçemeli, 2018). Machine learning (ML) and deep 

learning (DL) are two subsets of AI, where ML deals with high performance algorithms, and DL deals with 

multilayer neural networks (Şentürk, 2023). 

The AI technical landscape has evolved significantly from 1950 when English mathematician, computer 

scientist, logician, cryptanalyst, philosopher and theoretical biologist Alan Mathison Turing (1912-1954) first 

posed the question of whether machines can think (Williams, 1985). The term artificial intelligence was first 

coined by American computer scientist and cognitive scientist John McCarthy (1927-2011) in 1956, who is 

often referred to as the father of AI (Huang et al., 2022). It is said that AI is the greatest thing humankind has 

ever worked on. On the other hand, computer hacking and loss of data are some of the cyber-attacks issues 

(Dilek et al., 2015). 

6. Types of AI 

At present there are a lot of AI developments, and most of them are divided into different types. In this section, 

we discuss seven main types of AI as, i) narrow AI, ii) general AI, iii) super AI, iv) reactive machine AI, v) 

limited memory AI, vi) theory of mind AI, and vii) self-aware AI. Among these, first three are of capability 

types, and the rest four are of functionality types (Aderibigbe et al., 2023). 

6.1 Narrow AI 

Narrow AI is also known as weak AI or specialized AI that refers to AI systems which undergoes training using 

machine learning (ML) algorithms like supervised learning or reinforcement learning which are meticulously 

designed and trained to carry out very specific actions or commands intelligently (Agrawal et al., 2019). It is 

focused on one narrow task that represents a significant milestone in the field of AI. As it is exclusively educated 

for one single narrow activity, and cannot perform outside its field or boundaries and is known as “weak AI”. 

When narrow AI reaches its boundaries, it might fail in unexpected ways (Rathod & Mishra, 2023). The narrow 

AI is the most frequent and currently accessible AI. It operates a specific task or set of tasks under a pre-defined 

set of rules by the programmer and cannot exhibit the same level of understanding or adaptability as a human, 

and many of present popular applications fall under this category (Babu & Banana, 2024).  
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The weak AI is built to serve and excel in one cognitive capability, and cannot independently learn skills beyond 

their design, and lack the general intelligence and adaptability of humans (Edelman, 2020). It often utilizes 

machine learning, natural language processing and neural network algorithms to complete specified tasks (Liu, 

2021). Some examples of narrow AI are AlphaGo, Alexa, Apple Siri, Google assistant, Google translate, playing 

chess, robot systems, buying suggestions on an e-commerce site, self-driving cars, AI virtual assistants, image 

and facial recognition systems, chatbots and conversational assistants, speech recognition, picture identification, 

recommendation engines, predictive maintenance models, and language translation tools (Damar et al., 2024).  

Weak AI and strong AI are two terms coined by American philosopher John Searle in the “Chinese room 

argument” entitled “Minds, Brains, and Programs” (John, 1980). This system can perform single tasks very well, 

and sometimes it can be done better than humans. For example, it can be designed to identify cancer from X-ray 

or ultrasound images faster and more accurately than a trained radiologist (Bory et al., 2024). It can only do what 

it is designed to do and can only make decisions based on its training data. It is sometimes dangerous if 

unreliable, and the behavior that it follows can become inconsistent (Kuleshov & Prokhorov, 2019). 

6.2 General AI 

General AI (AGI) is also known as strong AI that refers to AI systems which possess human-like intelligence, 

and potentially surpass human intelligence; and are capable of understanding, learning, reasoning, decision 

making, problem-solving, and performing a wide range of tasks (Anderljung et al., 2023). It is an advanced form 

of AI that is capable of creating new content, such as text, images, and sounds based on patterns and data 

acquired from a body of training material. It promises to revolutionize industries, enhance productivity, and 

solve complex global challenges (Joshi, 2024). It can understand, generalize and apply knowledge, transfer skills 

between domains, and solve novel problems without task-specific reprogramming (Goertzel, 2014). It remains 

theoretical and unrealized, encompasses the defining characteristics of intelligence across a broad array of 

cognitive activities (Young et al., 2019). 

Key characteristics of AGI are (Russell & Norvig, 2021) i) adaptability that can adapt to new tasks and 

environments without extensive retraining, which reflects human cognitive flexibility, where individuals can 

apply their knowledge and skills to unfamiliar situations; ii) learning and reasoning that encompasses learning 

from experience and reasoning about new information that includes inductive learning and deductive reasoning 

(Muro et al., 2019); iii) transferability that can transfer knowledge from one domain to another, demonstrating an 

understanding of basic principles that apply across contexts, which is similar to how people use their learning in 

one domain to solve problems in another; and iv) autonomy that operates autonomously, making decisions and 

taking actions without human intervention (Akpan, 2025).  

The AGI can take the form of generic large language model programs, such as Chat-GPT, Claude, Grok, Llama, 

Google Bard, Co-Pilot, AI Media, and Read AI (Peng et al., 2024). The ultimate goal of it is to create machines 

that are capable of versatile, human-like intelligence, functioning as highly adaptable assistants in everyday life. 

It is quiet being researched and emerging, and such systems will take a portion of work and time. In near future, 

the groundwork technologies, such as supercomputers, quantum hardware and generative AI products like 

ChatGPT will develop (Damar et al., 2024).  

6.3 Super AI 

Super AI is defined as a form of AI that is capable of surpassing human intelligence by manifesting cognitive 

skills and developing thinking skills of its own (Baum & Tonn, 2015). It is considered as the most advanced, 

powerful, autonomous, and much smarter intelligent type of AI that may overcome human level intelligence and 

capabilities in various domains, and execute any job better than humans with cognitive abilities (Wogu et al., 

2018). It is truly appears in science fiction, and it possess abilities, such as self-awareness, creativity, emotional 

intelligence, and problem solving skills far beyond what humans can achieve (Damar et al., 2024). Some 

essential properties of super AI are the capacity to understand reason, solve puzzles, make judgments and idea, 

and learn and communicate independently (Agrawal et al., 2019).  

Super AI may overtake human life and may lead to destruction of society. For example, it could get out of 

control, either in peacetime or during a war, could intentionally end humanity by destroying the planet’s 

atmosphere or biosphere with self-replicating nanotechnology, could fire all of our nuclear weapons, unleash a 

robot apocalypse, and unleash some powers of physics that we do not even know about (Bostrom, 2014). It may 

potentially dominate humanity, become uncontrollable to the point of endangering humanity, and restrict 

freedom. Therefore, better control mechanisms must be developed through the strong research collaboration 

among AI researchers to keep the society safe (Sharkey, 2018).  

6.4 Reactive Machine AI 

Reactive machines AI are the most fundamental type of AI that can respond to immediate requests and tasks, but 

they cannot capable of storing memory, learning from past experiences, improving their functionality through 
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experiences, or performing more complex tasks to make decisions in the future (Damar et al., 2024). These can 

perform a narrowed range of pre-defined tasks, such as operate solely based on the present data, taking into 

account only the current situation, and cannot form inferences from the data to evaluate their future actions. 

These rely on rules and heuristics to make real-time decisions and adjust to changing environmental conditions. 

These continuously interact with their environment, without maintaining an internal representation of it (Kumar 

et al., 2010). These are operated based on predefined rules and patterns, responding to immediate inputs without 

the need for internal memory or past experiences. These are characterized by their deterministic and 

non-learning nature, lack of memory-based functionality that does not learn from past actions or experiences 

(Demetrescu et al., 2011). These can only respond to a limited combination of inputs and answer in the best way 

feasible and highly reliable but with limited scope. For any input these produce the same output ensuring 

predictability and consistency in the operations. For example, Deep Blue of IBM was able to beat Russian chess 

grandmaster Garry Kasparov in a 1997 chess match (Aoki, 2020). 

Their predictability, reliability, and efficiency make them indispensable in specific applications. The applications 

of them are paramount in various fields where consistency and reliability are very strong. These are used in 

combination with other machine learning approaches, such as reinforcement learning and supervised learning to 

improve their adaptive and decision-making capabilities (Zhang et al., 2021). For example, robot control systems 

and autonomous navigation systems, basic customer service chatbots, industrial automation systems, and certain 

types of gaming AIs are performed successfully. However, these are limited by their lack of memory, and cannot 

handle complex and unstructured tasks that require learning, adaptation, and understanding of context 

(Yamcharoen et al., 2021). 

6.5 Limited Memory AI 

Limited memory AI has a short-lived or a temporary memory that can store past data and use that to make 

predictions, and can make informed and improved decisions by studying the past data from its memory. It can 

look into the past and monitor specific objects or situations over time (Baranidharan et al., 2023). It can actively 

build its own limited and short-term knowledge base, and performs tasks based on that knowledge. It can be 

applied in a broad range of scenarios, from smaller-scale applications, such as chatbots to self-driving cars and 

other advanced use cases (Damar et al., 2024). This allows a machine to absorb data from experiences, learn 

from them, and help them for improving the accuracy of its actions over time. The majority of the usually used 

apps in our daily lives are limited memory AI. For example, deep learning imitates the function of neurons in the 

human brain, where self-driving cars use sensors to identify civilians crossing the road, steep roads, traffic 

signals, and so on to make better driving decisions that help to prevent any future accident (Agrawal et al., 

2019).  

6.6 Theory of Mind AI 

The ability for tracking other people’s mental states is known as theory of mind (ToM). It is an evolving ability 

that significantly impacts core function of human learning and cognition. It is a more advanced type of AI that 

plays a major role in psychology and philosophy, and has ability to recognize and interpret the emotions of 

others (Apperly, 2012). It comes from the idea that we develop an explicit theory as part of the underlying 

cognitive process for representing minds (Apperly & Butterfill, 2009). It is considered as a substantial milestone 

in AI development, and makes a lot of positive changes to the tech world. It has not yet been fully developed but 

rigorous research is happening in this area (Damar et al., 2024). The two dominant approaches to ToM are 

theory-theory and simulation-theory (Harris, 1992). 

The ToM is central to human social interactions from communication to social decision-making, and has long 

been of interest to developmental, social, and clinical psychologists. It refers to the capacity to understand other 

individuals through beliefs, desires, intentions, needs, reactions, emotions, and thoughts by ascribing mental 

states to them (Strachan et al., 2024). It can focus mainly on emotional intelligence so that human believes and 

thoughts can be better comprehended. It was first conceptualized in 1978 by researchers evaluating the presence 

of theory of mind in animals (Davis, 2007). 

6.7 Self-Aware AI 

Awareness is related to unique environment, existence, sensations, feelings, memories, surroundings, and 

thoughts. Self-aware AI represents a speculative and futuristic vision of AI, where machines would possess 

consciousness, self-awareness, and even sentience (Abbo et al., 2024). It has a major contribution both in 

psychology and philosophy. Philosophers investigate how mental states interconnect with physical processes in 

the mind-body problem, whereas psychology finds it closely linked to consciousness and investigates into 

different levels of awareness, such as from conscious to the subconscious and unconscious (Fodor, 1981). It has 

maturity to the point where it is so similar to the human mind that it has gained self-awareness. It can recognize 

others emotions, plus has sense of self- and human-level intelligence (Agrawal et al., 2019). It represents a stage 
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beyond theory of mind and is one of the ultimate goals in AI development. It will not only be able to recognize 

and generate feelings in individuals with whom it cooperates, but will also have its own feelings, wants, beliefs, 

and possibly goals. It is thought that once self-aware AI is reached, AI machines will be beyond our control 

(Damar et al., 2024). 

7. Domains of AI 

The domains of AI are machine learning, deep learning, biometrics, natural language processing, speech 

recognition, natural language understanding, natural language generation, and generative pre-trained 

transformers. These domains work together to create intelligent systems capable of various tasks (Young et al., 

2019). 

7.1 Machine Learning (ML) 

Machine learning (ML) is a branch of AI that focuses on enabling computers and machines to imitate the way 

that humans learn to perform the tasks autonomously, and to improve their performance and accuracy through 

experience and exposure to more data (Alpaydin, 2020). It is a subset of AI that enables machines to improve at 

tasks with experience that enables machines to learn by themselves using the provided data and makes accurate 

decisions (Hao, 2018). The term machine learning was first coined in 1959 by American pioneer in the field of 

computer gaming and artificial intelligence Arthur Lee Samuel (1901-1990) (Samuel, 1959). The ML is about 

designing algorithms that allow a computer to learn. There are three kinds of models used in ML: i) supervised 

learning, ii) unsupervised learning, and iii) reinforcement learning (Mohajan, 2025). The ML helps to identify 

fraud, security threats, personalization and recommendations, automated customer service through the chatbots, 

transcription and translation, data analysis, etc. It opens an entirely new realm of what humans can do with 

computers and other machines (Russell & Norvig, 2015). It is used in web search, drug design, spam filters, 

credit scoring, fraud detection, recommender systems, ad placement, stock trading, and many other applications 

(Domingos, 2012). 

7.2 Deep Learning (DL) 

Deep learning (DL) is considered as the subdomain of ML and thereby the subset of AI. It can be denoted as the 

next level of ML where the system is similar to human nervous system and mimic the working of the neurons 

(Schmidhuber, 2015). It is the most advanced form of AI that mimics human intelligence. It enables software to 

train itself for performing tasks with vast amounts of data. In recent times, DL models can not only analyze large 

volumes of text but can also come up with services, such as those providing a summarization of text, language 

translation, context modeling, and even sentiment analysis (MadyMantha, 2019).  

There are two types of DL algorithms: deep neural networks (DNN) and deep belief network (DBN). The DL 

deals with many layers of computation, where “deep” refers to a “large” number of layers. It can be 20 to 1,000 

layers, but at least more than 2 layers (Aoki, 2020). The initial layer is called input layer, the last layer is called 

the output layer, and the intermediate layers are termed as the hidden layer, and all the layers are interconnected 

(Reggia, 1993). The DL helps to gain massive amounts of unstructured data that makes it strenuous for humans 

to process and understand (Al-Asmari, 2022).  

7.3 Biometrics 

Identification of theft and security threats is growing concerns in our digital society. Biometrics is the automated 

measurement, statistical analysis, and biological characteristics of people, such as fingerprint, iris, face, veins, 

etc., and behavioral characteristics, such as voice, signature, walking, etc. that can be used to identify individuals 

(Li & Jain, 2015). It is used to identify, measure, and analyze the physical aspects of the body structure and form 

through the natural forms of interactions between humans and machines, including touch, fingerprints, gait, 

speech, eye, and body language recognition. Personal identification can be done using one or more of biometric 

traits (Agrawal et al., 2019).  

Many organizations need security of data systems as a priority basis, and biometric identification, and the AI 

system can provide top security to data systems and digital devices (Alrahawe et al., 2019). Biometric 

technology uses body traits, such as face and voice recognition, iris scan, fingerprint scan, and DNA matching, 

and the AI system can easily understand these (Maltoni et al., 2009). The AI can transform these visible traits 

into specific codes that the operation can easily do the work (Akhtar et al. 2018). Although, biometrics has 

several advantages over tokens or passwords, it suffers from false matches. The logical process of biometric can 

be done through surveillance operations, where recognition is required to acquire their identity for store it, and 

then use the stored data to identify the person as it needed (Uludag et al., 2004).  

7.4 Speech Recognition 

Speech recognition is a technology that recognizes speech and the systems capture the natural conversations with 

a human, analyze said data, and convert the same into readable information (Joshi et al., 2017). The concept of 
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speech recognition started in the 1940s. The first speech recognition program appeared in 1952 at the Bell Labs 

by the three researchers, Stephen Balashek, R. Biddulph, and K. H. Davis through the built a system called 

“Audrey” for single-speaker digit recognition (Juang & Rabiner, 2005). Its popularity is increasing very rapidly. 

It is an interdisciplinary subfield of computer science and computational linguistics that develops methodologies 

and technologies, which enable the recognition and translation of spoken language into text by computers 

(Gales, 2009).  

At present the speech recognition technology is using many organizations, such as Google, Amazon, Microsoft, 

and Facebook to improve the standards of their services and products (Jesus, 2019). It is applicable in phones, 

refrigerators, automobiles, and other vital devices in the form of smart speaker, smart home, and mobile device 

applications (Sarangi et al., 2020). The technology of recognizing speech is also used in the medical world, 

defense, home automation, gaming, and even in general robotics (Lifewire, 2019). Sometimes the speech 

recognition does not work properly. For example, when different people pronounce the same word in a totally 

different manner or when there is a great deal of background noise, the software will pick up the noise and may 

not be able to interpret it well (Suresh & Rao, 2015). Cortana is applied as a voice-activated virtual assistant 

released in 2017 by Microsoft to help online users to receive user reminders, store notes, and lists; and manage 

various applications (Agrawal et al., 2019). 

7.5 Natural Language Processing (NLP) 

The NLP is a subfield of computer science and AI that enables machines to both process and comprehends 

human language in the way it is written. It is closely related to information retrieval, knowledge representation, 

and computational linguistics (Aoki, 2020). It allows programs to read, write, and communicate in human 

languages through the processing of speech recognition, text classification, speech synthesis, machine 

translation, natural language understanding, information extraction, information retrieval, question answering, 

and natural language generation (NLG) (Russell & Norvig, 2021). English mathematician, computer scientist, 

logician, cryptanalyst, philosopher and theoretical biologist Alan Mathison Turing published an article titled 

“Computing Machinery and Intelligence” and it is called the “Turing Test” as a criterion of intelligence (Kurdi, 

2016). 

7.6 Natural Language Understanding (NLU) 

The NLU is a branch of NLP that converts the natural language spoken by humans into structured data. It is used 

in computer software to understand input in the form of sentences using text or speech to automated reasoning, 

machine translation, question answering, news-gathering, text categorization, voice-activation, archiving, and 

large-scale content analysis (Hirschman & Gaizauskas, 2001). It can perform two tasks: intent classification and 

entity extraction. For example, when we read a sentence, we immediately understand the meaning or intent 

behind that sentence (Semaan, 2012). 

The program “Student”, written in 1964 by American computer scientist Daniel Bobrow (1935-2017) for his 

PhD dissertation at MIT, which is one of the earliest known attempts at NLU by a computer (Russell & Norvig, 

2003). The NLU is considered as an umbrella term that can be applied to a diverse set of computer applications, 

ranging from small, relatively simple tasks, such as short commands issued to robots, to highly complex 

endeavors, such as the full comprehension of newspaper articles (Li et al., 2007). 

7.7 Natural Language Generation (NLG) 

The NLG is a sub-discipline function of AI that generates written or spoken speech from datasets in the text 

form, and converts it into a form which enables the computer system to communicate the data efficiently and 

accurately. It can mine numerical data, perform pattern identification, and share information for human 

understanding (Horacek, 2015). It is the process of constructing natural language outputs from nonlinguistic 

inputs. It is related to NLP, computational linguistics, and NLU. It is specifically used in the control of spam. 

Several email providers use similar NLG-based services to analyze the content of the emails to understand 

whether the mail is genuine or fake (Gatt & Krahmer, 2018).  

The NLG can identify the message through the manually search data, comparing or scanning tables, analyze 

charts, metrics or maps, and then develop recurring status reports (Agrawal et al., 2019). The goal of NLG is to 

investigate how computer programs can be made to produce high-quality, expressive, uncomplicated, and natural 

language text from computer-internal sophisticated representations of information (Saliby, 2019). Common 

applications of NLG are production of various reports, such as weather and patient reports; image captions; and 

chatbots like ChatGPT (Portet et al., 2009). 

7.8 Generative Pre-Trained Transformers (GPTs)  

The GPTs are large language models (LLMs) that generate text based on the semantic relationships between 

words in sentences. Text-based GPT models are pre-trained on a large corpus of text that can be from the internet 
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(Smith, 2023). The GPT models accumulate knowledge about the world and can then generate human-like text 

by repeatedly predicting the next token (Metz & Weise, 2025). The subsequent training phase makes the model 

more truthful, useful, and harmless with reinforcement learning from human feedback (RLHF). Current GPT 

services are ChatGPT, Gemini, Grok, Claude, Copilot, and LLaMA (large language models (LLMs) released by 

Meta AI that can process different types of data, such as images, videos, sound, and text (Marmouyet, 2023). 

8. AI Hardware and Software  

Specialized computer hardware often used to execute AI programs faster with less energy are Lisp machines, 

neuromorphic engineering, event cameras, physical neural networks, central processing units (CPUs), system on 

a chip (SoC), and graphics processing units (GPUs) (Maxfield, 2020). Specialized programming languages, such 

as Prolog were used in early AI research; later general-purpose programming languages, such as R-language and 

Python have been using to run the AI activities (Damar et al., 2024). The R-language is a very prominent, free 

programming language that is used for statistical computing. Python is a platform-independent language that can 

work on different platforms, such as Windows, Mac, Linux, Raspberry Pi, etc. (Agrawal et al., 2019). It can be 

used for creating workflows, handling big data, connecting database systems, performing complex mathematical 

functions and rapid prototyping, reading and writing, and modifying files. Cloud computing is used in a robust 

network of remote servers to store, manage, and process data (Wodecki, 2023).  

9. Application of AI 

The AI can show human based skills, such as thinking, perceiving, learning, reasoning, solving logical problems, 

and decision making. It is trying to help humans with two types of technologies, such as manually in the form of 

robots, and digitally with chatbots that can perform risky, repetitive, and troublesome tasks (Aderibigbe et al., 

2023). It has applications in all fields of human study, such as finance and economics, natural sciences, 

environmental engineering, chemistry, computer science, and so on. It is applied in many sectors, such as 

healthcare, assembling and manufacturing industries, business organizations, security, entertainment, and in the 

automotive industries (Mohammad, 2020). 

The AI is widely used in machine learning (ML), deep learning (DL), advanced web search engines, 

recommendation systems, computer vision, internet, driving internet traffic, recommender systems, online 

advertisements, targeted advertising, biometrics identification, speech recognition, image labeling, virtual 

assistants, autonomous vehicles, reasoning, planning, knowledge representation, superhuman play and analysis 

in strategy games, facial recognition, perception, support for robotics, automatic language translation, and 

natural language generation (NLG) to improve human interaction with machines to facilitate most operations 

(Barfield & Pagallo, 2018; Russell & Norvig, 2021). 

Virtual assistants of AI, such as Apple’s Siri, Amazon’s Alexa, Google Assistant, and Microsoft’s Cortana are 

used to understand and respond voice commands, answer questions, perform tasks, and provide personalized 

recommendations (Agrawal et al., 2019). The AI can control self-driven vehicles and autonomous vehicles that 

can use commands from humans, can prevent cases of accidents, and can enable them to perceive their 

surroundings. It navigates safely, provides optimal routes, estimates arrival times, offers alternative routes to 

avoid congestion, makes real-time driving decisions based on sensor data and ML algorithms through the use of 

Google Maps and Waze leverage (Makridakis, 2017). 

In healthcare, AI is used for medical imaging analysis, disease diagnosis, drug discovery, personalized treatment 

recommendations, and remote patient monitoring (Kakani et al., 2020). In online shopping and finance 

e-commerce platforms, such as Amazon and Alibaba are used in AI for product recommendations, dynamic 

pricing, fraud detection, credit scoring, risk assessment, algorithmic trading, inventory management, 

personalized financial advice, and customer service chatbots (Agrawal et al., 2019). The AI will contribute to an 

increase of up to 40% in the productivity of the industrial sector, reducing costs, and increasing the production of 

manufactures around the globe (Aderibigbe et al., 2023). 

AI algorithms are used in social media platforms, such as Facebook, Instagram, and Twitter for content 

moderation, personalized content creation, targeted advertising, and sentiment analysis. AI-driven language 

translation services, such as Google Translate and Microsoft Translator use neural machine translation 

techniques to translate text and speech between multiple languages accurately (Aoki, 2020). 

10. Advantages of AI 

The AI is influencing daily lives, communities, and governmental structures more than ever before. For example, 

it may be personal assistant to schedule meetings, and other daily activities. 

It plays a vital role in cyber-security. It enables the automation of repetitive and mundane tasks that focus on 

more creative and strategic activities, which leads to increased productivity and efficiency in both individual 

tasks and entire workflows (Uzun et al., 2022). It can process vast amounts of data with high accuracy and 
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precision, minimizing errors, and improving the quality of decision-making that is beneficial to data analysis, 

diagnostics, and quality control. It can operate continuously without the need for breaks. As a result, customer 

support, virtual assistants, and online transactions can enhance among users across different time zones (Aoki, 

2020). 

The AI fosters innovation by enabling the development of new products, services, and business models that were 

previously unfeasible. This includes applications, such as natural language processing, robotics, virtual reality, 

and augmented reality opening up new possibilities for creativity and exploration. For example, Chatbots use 

language to talk to people in a natural and pre-programmed way, recognize names and phone numbers and 

reproduce human behavior (Aderibigbe et al., 2023).  

Use of AI in medical imaging analysis, disease diagnosis, drug discovery, personalized treatment planning, and 

remote patient monitoring can improve patient outcomes and reduce healthcare costs (Baranidharan et al., 2023). 

The AI can optimize resource allocation, scheduling, and logistics, leading to cost savings, reduced waste, and 

improved resource utilization in various sectors, such as transportation, manufacturing, and energy management. 

AI-powered systems enhance safety in various domains, such as autonomous vehicles, manufacturing, and 

cyber-security in internet banking by detecting anomalies, predicting potential hazards, and implementing 

preventive measures to mitigate risks (Ghosh & Thirugnanam, 2021). 

11. Disadvantages and Risks of AI 

Despite its many advantages, AI has some risk factors that may bring a negative impact on its use. The 

automation due to AI may cause job displacement; and consequently, the unemployment rate may increase that 

can affect routine tasks of the employees in some jobs, such as manufacturing, customer service, and 

administrative roles (Aderibigbe et al., 2023). For example, according to a Forbes article, it is predicted that by 

2025 automation will cause a loss of 85 million jobs. Societal inequalities related to race, gender, ethnicity, and 

other factors may arise if not carefully monitored and mitigated when biases present in training data due to 

discriminatory decision-making processes. Vast amounts of personal data are used to function effectively that 

may raise concerns about privacy and data security. Therefore, unauthorized access, data breaches, and misuse of 

personal information may pose significant risks to privacy rights (Aoki, 2020).  

The AI is prone to technical difficulties, security snags, data difficulties, and can cause accidents if users fail to 

understand the AI system (Cheatham et al., 2019). Data difficulties arise due to the increase in unstructured data, 

usually from various sources, such as social media and mobile devices, and sometimes security snags, such as 

fraud, loss of data, scamming, and hacking may happen due to carelessness (Singh & Singh, 2019). The use of 

virtual assistants and social robots may create social isolation and disconnection by reducing face-to-face 

interactions and interpersonal relationships. The use of autonomous weapons, surveillance technologies, and 

predictive policing algorithms may raise concerns about accountability, human rights violations, and the erosion 

of civil liberties (Anderljung et al., 2023). 

12. Conclusions 

The AI is a computing concept that helps a machine to think and solve complex problems as we do with our 

intelligence. It is the new way of living human with incredible and efficient impacts on almost every sector. It is 

a rapidly developing technology and it has made significant strides in recent years. But there are many 

unanswered questions about how it will evolve and impact society in near future. At present the AI has affected 

every branch of the society with digital revolution, such as security and defense, healthcare services, education, 

transportation and infrastructure, environmental and natural resource management, law and justice systems, etc. 

The policymakers should be aware of AI demerits, such as data difficulties, technological troubles, and security 

snags that may interfere with its performance. The AI technology is rapidly evolving, and we have to be ready to 

present successful accomplish and future potential applications for maximum benefit of global humanity. 

References 

Abbo, G. A., et al., (2024). Towards a Definition of Awareness for Embodied AI. In A. P. Rocha & J. van den 

Herik (Eds.), 3, 1399-1404. Proceedings of the 16th International Conference on Agents and Artificial 

Intelligence, Rome, Italy.  

Adams, J., et al., (2007). Research Methods for Graduate Business and Social Science Students. New Delhi: 

SAGE Publications. 

Aderibigbe, A. O., et al., (2023). Artificial Intelligence in Developing Countries: Bridging the Gap between 

Potential and Implementation. Computer Science & IT Research Journal, 4(3), 185-199. 

Agrawal, A., et al., (2019). Prediction Machines: The Simple Economics of Artificial Intelligence. USA: Harvard 

Business Review Press. 

Akhtar, Z., et al., (2018). Biometrics: In Search of Identity and Security (Q & A). IEEE Multimedia, 25(3), 



ART AND SOCIETY                                                                           AUG. 2025 VOL.4, NO.7 

47 

22-35. 

Akpan, M., (2025). Have We Reached Artificial General Intelligence? Comparison of ChatGPT, Claude, and 

Gemini to Human Literacy and Education Benchmarks. Corporate Ownership & Control, 22(1), 103-110. 

Al-Asmari, A. S., (2022). Applications of Deep Learning to Improve the Quality of Healthcare Outcomes. 

International Journal for Quality Research, 16(1), 77-92. 

Alpaydin, E., (2020). Introduction to Machine Learning (4th Ed.). MIT Press, Cambridge. 

Alrahawe, E. A. M., et al., (2019). An Analysis on Biometric Traits Recognition. International Journal of 

Innovative Technology and Exploring Engineering, 8(7S), 307-312.  

Anderljung, M., et al., (2023). Frontier AI Regulation: Managing Emerging Risks to Public Safety. arXiv 

preprint arXiv:2307.03718. 

Aoki, N., (2020). An Experimental Study of Public Trust in AI Chatbots in the Public Sector. Government 

Information Quarterly, 37(4), 101490. 

Apperly, I. A., (2012). What is ‘Theory of Mind’? Concepts, Cognitive Processes and Individual Differences. 

Quarterly Journal of Experimental Psychology, 65(5), 825-839.  

Apperly, I. A., & Butterfill, S. A., (2009). Do Humans have Two Systems to Track Beliefs and Belief-Like 

States? Psychological Review, 116(4), 953-970. 

Babu, V. S., & Banana, K., (2024). A Study on Narrow Artificial Intelligence: An Overview. International 

Journal of Engineering Science and Advanced Technology, 24(4), 210-219. 

Baglione, L., (2012). Writing a Research Paper in Political Science. Thousand Oaks, California: CQ Press. 

Baranidharan, K., et al., (2023). An Investigation of Artificial Intelligence in Business. International Journal of 

Research Publication and Reviews, 4(4), 753-762. 

Barfield, W., & Pagallo, U., (2018). Research Handbook on the Law of Artificial Intelligence. Cheltenham, UK: 

Edward Elgar Publishing. 

Baum, S. D., & Tonn, B. E., (2015). Confronting Future Catastrophic Threats to Humanity. Futures, 72, 1-3. 

Beaulac, C., & Larribe, F., (2017). Narrow Artificial Intelligence with Machine Learning for Real-Time 

Estimation of a Mobile Agent’s Location Using Hidden Markov Models. International Journal of Computer 

Games Technology, 2017(2), 1-10. Article ID 4939261. 

Bermudez, L., (2017). Overview of Artificial Intelligence Buzz: Machine Vision-Medium. 

Bory, P., et al., (2024). Strong and Weak AI Narratives: An Analytical Framework. AI & Society, 40(4), 

2107-2117.  

Bostrom, N., (2014). Superintelligence: Paths, Dangers, Strategies. Oxford University Press. 

Bryman, A., (2012). Social Research Methods (4th Ed.). Oxford: Oxford University Press. 

Bughin, J., et al., (2018). Notes from the AI Frontier: Modeling the Impact of AI on the World Economy. 

McKinsey Global Institute. 

Cheatham, B., et al., (2019). Confronting the Risks of Artificial Intelligence. McKinsey Quarterly, 2, 38. 

Damar, M., et al., (2024). Super AI, Generative AI, Narrow AI and Chatbots: An Assessment of Artificial 

Intelligence Technologies for the Public Sector and Public Administration. Journal of AI, 8(1), 83-106. 

Davis, E., (2007). Mental Verbs in Nicaraguan Sign Language and the Role of Language in Theory of Mind. 

Undergraduate Senior Thesis, Barnard College, Columbia University. 

Demetrescu, C., et al., (2011). Reactive Imperative Programming with Dataflow Constraints. Proceedings of the 

2011 ACM International Conference on Object-Oriented Programming Systems Languages and 

Applications, 407-426. 

Dilek, S., et al., (2015). Application of Artificial Intelligence Techniques to Combating Cyber-Crimes: A Review. 

International Journal of Artificial Intelligence & Applications, 6(1), 21-39. 

Domingos, P., (2012). A Few Useful Things to Know About Machine Learning. Communications of the ACM, 

55(10), 78-87. 

Edelman, G. G., (2020). We’re Entering the AI Twilight Zone between Narrow and General AI. Venture Beat. 

Fodor, J. A., (1981). The Mind-Body Problem. Scientific American, 244(1), 114-123. 

Gales, M., (2009). Acoustic Modeling for Speech Recognition: Hidden Markov Models and Beyond?  



ART AND SOCIETY                                                                           AUG. 2025 VOL.4, NO.7 

48 

Gatt, A., & Krahmer, E., (2018). Survey of the State of the Art in Natural Language Generation: Core Tasks, 

Applications and Evaluation. Journal of Artificial Intelligence Research, 61(61), 65-170. 

George, B., et al., (2023). Writing Impactful Reviews to Rejuvenate Public Administration: A Framework and 

Recommendations. Public Administration Review, 83(6), 1517-1527.  

Ghosh, M., & Thirugnanam, A., (2021). Introduction to Artificial Intelligence. In K. G. Srinivasa, et al. (Eds.), 

Artificial Intelligence for Information Management: A Healthcare Perspective, 23-44, Springer. 

Gill, K. S., (2016). Artificial Super Intelligence: Beyond Rhetoric. AI & Society, 31(2), 137-143. 

Goertzel, B., (2014). Artificial General Intelligence: Concept, State of the Art, and Future Prospects. Journal of 

Artificial General Intelligence, 5(1), 1-48.  

Hao, K., (2018). What is Machine Learning? MIT Technology Review. 

Harris, P. L., (1992). From Simulation to Folk Psychology: The Case for Development. Mind & Language, 

7(1-2), 120-144. 

Herrman, C. S., (2009). Fundamentals of Methodology. A Series of Papers on the Social Science Research 

Network. 

Hirschman, R., & Gaizauskas, G., (2001). Natural Language Question Answering: The View from Here. Natural 

Language Engineering, 7(04), 275-300. 

Horacek, H., (2015). New Concepts in Natural Language Generation: Planning, Realization, and Systems. 

Bloomsbury Publishing. 

Howell, K. E., (2013). Introduction to the Philosophy of Methodology. London, UK: Sage Publications. 

Huang, C., et al., (2022). An Overview of Artificial Intelligence Ethics. IEEE Transactions on Artificial 

Intelligence, 4(4), 799-819. 

Jesus, A., (2019). AI for Speech Recognition: Current Companies, Technology, and Trends. SSRN Electronic 

Journal, 7(6), 168-176. 

Joshi, K., (2024). Artificial General Intelligence (AGI): A Comprehensive Review. Journal of the Epidemiology 

Foundation of India, 2(3), 93-96. 

Joshi, S., et al., (2017). Voice Recognition System. Journal for Research, 3(1), 6-9. 

Juang, B. H., & Rabiner, L. R., (2005). Automatic Speech Recognition: A Brief History of the Technology 

Development (2nd Ed.). Elsevier, Amsterdam. 

Kakani, V., et al., (2020). A Critical Review on Computer Vision and Artificial Intelligence in Food Industry. 

Journal of Agriculture and Food Research, 2(1), 100033. 

King, G. et al., (2021). Designing Social Inquiry: Scientific Inference in Qualitative Research. Princeton 

University Press.  

Kopka, B., (2011). Theoretical Aspects of Using Virtual Advisors in Public Administration. 3rd International 

Conference, New Economic Challenges. Masaryk University, Faculty of Economics and Administration, 

Brno, Czech Republic. 

Kuleshov, A., & Prokhorov, S., (2019). Domain Dependence of Definitions Required to Standardize and 

Compare Performance Characteristics of Weak AI Systems. International Conference on Artificial 

Intelligence: Applications and Innovations (IC-AIAI), pp. 62-623. Belgrade, Serbia: IEEE. 

Kumar, G., et al., (2010). The Use of Artificial Intelligence-Based Techniques for Intrusion Detection: A Review. 

Artificial Intelligence Review, 34(4), 369-387. 

Kurdi, M. Z., (2016). Natural Language Processing and Computational Linguistics: Speech, Morphology, and 

Syntax, Volume 1. ISTE-Wiley. 

Li, P., et al., (2007). An Approach to Hierarchical Email Categorization on ME. In Zoubida Kedad and Nadira 

Lammari (Eds.), Natural Language Processing and Information Systems, pp. 25-34, Springer. 

Li, S. Z., & Jain, A. K., (2015). Encyclopedia of Biometrics. Fingerprint Databases and Evaluation, Publisher: 

Springer. 

Lifewire, (2019). What is Speech Recognition? https://www.lifewire.com/what-is-speech-recognition-3426721 

Liu, B., (2021). “Weak AI” is Likely to Never Become “Strong AI”, So What is its Greatest Value for Us? 

arXiv:2103.15294. 

MadyMantha, (2019). Conversational AI: Design & Build a Contextual AI Assistant. 



ART AND SOCIETY                                                                           AUG. 2025 VOL.4, NO.7 

49 

https://towardsdatascience.com/conversational-ai-design-build-a-contextual-aiassistant-61c73780d10 

Makridakis, S., (2017). The Forthcoming Artificial Intelligence (AI) Revolution: Its Impact on Society and 

Firms. Futures, 90, 46-60. 

Maltoni, D., et al., (2009). Handbook of Fingerprint Recognition (2nd ED.). Springer, London. 

Marmouyet, F., (2023). Google’s Gemini is the New AI Model Really Better than ChatGPT? The Conversation.  

Marrone, R., et al., (2024). How Does Narrow AI Impact Human Creativity? Creativity Research Journal, 1-11.  

Maxfield, M., (2020). Say Hello to Deep Vision’s Polymorphic Dataflow Architecture. Electronic Engineering 

Journal. Techfocus Media. 

Metz, C., & Weise, K., (2025). AI Hallucinations are Getting Worse, Even as New Systems Become More 

Powerful. The New York Times, 6 May 2025. 

Miller, S., (2024). Unveiling the Synergy: Exploring Advances in Applied Artificial Intelligence and Narrow AI. 

No. 11651, EasyChair Preprint. 

Mohajan, H. K., (2017). Two Criteria for Good Measurements in Research: Validity and Reliability. Annals of 

Spiru Haret University Economic Series, 17(3), 58-82. 

Mohajan, H. K., (2018a). Aspects of Mathematical Economics, Social Choice and Game Theory. PhD 

Dissertation. University of Chittagong, Chittagong, Bangladesh. 

Mohajan, H. K., (2018b). Qualitative Research Methodology in Social Sciences and Theoretical Economics. 

Journal of Economic Development, Environment and People, 7(1), 23-48. 

Mohajan, H. K., (2020). Quantitative Research: A Successful Investigation in Natural and Social Sciences. 

Journal of Economic Development, Environment and People, 9(4), 50-79. 

Mohajan, H. K., (2025). Machine Learning: A Brief Review for the Beginners. Unpublished Manuscript. 

Mohammad, S. M., (2020). Artificial Intelligence in Information Technology. International Journal of 

Innovations in Engineering Research and Technology, 7(6), 168-175. 

Muijs, D., (2010). Doing Quantitative Research in Education with SPSS (2nd Ed.). Los Angeles. 

Muro, M., et al., (2019). Automation and Artificial Intelligence: How Machines are Affecting People and Places. 

Brookings Institution. 

Peng, Y., et al., (2024). The Tong Test: Evaluating Artificial General Intelligence Through Dynamic Embodied 

Physical and Social Interactions. Engineering, 34(2024), 12-22. 

Portet, F., et al., (2009). Automatic Generation of Textual Summaries from Neonatal Intensive Care Data. 

Artificial Intelligence, 173(7-8), 789-816.  

Rathod, K. D., & Mishra, H. M., (2023). The Study of AI: A Review Paper. International Journal of Advanced 

Research in Science, Communication and Technology, 3(1), 578-580. 

Reggia, J. A., (1993). Neural Computation in Medicine. Artificial Intelligence in Medicine, 5(2), 143-157.  

Russell, S. J., & Norvig, P., (2021). Artificial Intelligence: A Modern Approach (4th Ed.). Hoboken: Pearson. 

Saliby, J. G., (2019). Survey on Natural Language Generation. International Journal of Trend in Scientific 

Research and Development, 3(3), 618-622. 

Samuel, A. L., (1959). Some Studies in Machine Learning Using the Game of Checkers. IBM Journal of 

Research and Development, 3(3), 535-554. 

Sarangi, S., et al., (2020). Optimization of Data-Driven Filterbank for Automatic Speaker Verification. Digital 

Signal Processing, 104, 102795. 

Schmidhuber, J., (2015). Deep Learning in Neural Networks: An Overview. Neural Networks, 61, 85-117.  

Searle, J. R., (1980). Minds, Brains, and Programs. Behavioral and Brain Sciences, 3(3), 417-457.  

Semaan, P., (2012). Natural Language Generation: An Overview. Journal of Computer Science & Research, 1(3), 

50-57. 

Şentürk, Ö., (2023). İç Denetim Faaliyetlerinde Yapay Zekadan Beklentiler: Chatgpt Uygulaması Örneği. TIDE 

Academ IA Research, 4(2), 51-82. 

Serçemeli, M., (2018). Muhasebe Ve Denetim Mesleklerinin Dijital Dönüşümünde Yapay Zekâ. Electronic 

Turkish Studies, 13(30), 369-386.  

Sharkey, A., (2018). Autonomous Weapons Systems, Killer Robots, and Human Dignity. Ethics and Information 



ART AND SOCIETY                                                                           AUG. 2025 VOL.4, NO.7 

50 

Technology, 21(2), 75-87. 

Singh, P., & Singh, M., (2015). Fraud Detection by Monitoring Customer Behavior and Activities. International 

Journal of Computer Applications, 111(11), 23-32. 

Smith, C. S., (2023). ChatGPT-4 Creator Ilya Sutskever on AI Hallucinations and AI Democracy. Forbes, 25 

December 2023. 

Strachan, J. W. A., et al., (2024). Testing Theory of Mind in Large Language Models and Humans. Nature 

Human Behavior, 8(7), 1285-1295. 

Suresh, S., & Rao, Y. S., (2015). Modelling of Secured ‘Voice Recognition Based Automatic Control System’. 

International Journal of Emerging Technology in Computer Science & Electronics, 13(2), 140-144. 

Uludag, U., et al., (2004). Biometric Template Selection and Update: A Case Study in Fingerprints. Pattern 

Recognition, 37(7), 1533-1542. 

Uzun, M. M., et al., (2022). Big Questions of AI in Public Administration and Policy. Journal of Political 

Sciences, 31(2), 423-442.  

Williams, M. R., (1985). A History of Computing Technology. Englewood Cliffs, New Jersey: Prentice-Hall. 

Wirtz, B. W., et al., (2019). Artificial Intelligence and the Public Sector: Applications and Challenges. 

International Journal of Public Administration, 42(7), 596-615. 

Wodecki, B., (2023). 7 AI Programming Languages You Need to Know. AI Business.  

Wogu, I. A. P., et al., (2018). Artificial Intelligence, Artificial Teachers and the Fate of Learners in the 21st 

Century Education Sector: Implications for Theory and Practice. International Journal of Pure and Applied 

Mathematics, 119(16), 2245-2259. 

Yamcharoen, P., et al., (2021). Application of Reactive Artificial Intelligence Model to Predict Malicious 

Activities. Journal of Advances in Mathematical & Computational Science, 9(2), 61-68. 

Young, M. M., et al., (2019). Artificial Discretion as a Tool of Governance: A Framework for Understanding the 

Impact of Artificial Intelligence on Public Administration. Perspectives on Public Management and 

Governance, 2(4), 301-313. 

Zhang, Z., et al., (2021). Artificial Intelligence in Cyber Security: Research Advances, Challenges, and 

Opportunities. Artificial Intelligence Review, 55(1), 1029-1053. 

 

 

Copyrights 

Copyright for this article is retained by the author(s), with first publication rights granted to the journal. 

This is an open-access article distributed under the terms and conditions of the Creative Commons Attribution 

license (http://creativecommons.org/licenses/by/4.0/). 

 


