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Abstract 

The objective of this project is to address the research question “What factor determines the success of an action 

movie?”, where the success factors are quantified as plot, music, plot, and director. Based on the research question, 

the author conducts a literature review of the development of the UK film industry, the impact of social media and 

film criticism on the film industry. To evaluate film reviews, sentiment analysis, which can efficiently convert text 

into structured data, is utilized in the project. In the methodology and the case study, the method of constructing 

the VADER model and the SVM model with the process including data processing, modelling, result correctness 

verification, and model evaluation are expounded and shown. Finally, the correctness of the two models is verified 

and the model output is visualized for analysis. The conclusion of the project is as follows: (1) Responding to the 

inquiry: In action films, the plot is the aspect that the audience pays the most attention to, but first the actors and 

music, and finally the director. (2) When compared to the experimental findings of Wang et al. (2020a), the project 

came to different conclusions, presumably as a result of the project’s limited access to movies and the change in 

the data processing approach. (3) Given that the two models employed in this research did well in the evaluation, 

they can be effectively applied to help production firms raise the caliber of action movies. (4) The models in the 

research can be easily developed and used to other domains because film review analysis can be compared with 

film reviews from other industries. However, some restrictions are also brought up, which offers suggestions for 

further work. 

Keywords: social media, Sentiment Analysis, Python, Machine Learning. 

1. Introduction 

1.1 Project Definition 

This project is inspired by public media platforms on the Internet, which have been impacted by diverse cultures 

and have become an essential part of modern life. Social media is used by people to access not only their lives but 

also their thoughts and feelings about various goods, services, and companies through comments and sharing, 

therefore, more and more valuable data on the Internet has become textual form (Xu et al., 2022). However, 

traditional analytical methods have difficulty addressing textual data, and extracting effective information (features) 

from massive information has become the key to utilizing network data (Tabinda Kokab et al., 2022; Xu et al., 

2022). The essential idea of the project is to examine social media reviews to assess and enhance product quality 

using an advanced and effective methodology. The development of e-commerce while analyzing data using 

computer science methods is precisely related to the requirements for my degree. 

1.2 General Background and Motivation 

1.2.1 Background of Social Media Platforms 

With the popularity of the Internet, social media, such as Twitter, Instagram and Facebook, has been widely used 

by people and has become an important part of the information age (Xu et al., 2022). In addition to sharing 
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everyday life, social media is also being used to discuss the strengths and weaknesses of brands, product quality, 

services, and current events. For e-commerce, social media has evolved into a medium for businesses and 

consumers to interact directly (Bilal et al., 2016).  

 

 

Figure 1. Source of product information in the UK (Statista, 2022) 

 

Alternatively, consumers use social platforms to exchange ideas, recommend products and make relevant 

recommendations for brands (Abd El-Jawad et al., 2018). Figure 1 shows in the UK, 39% of product information 

comes from online consumer reviews, compared to 29% from offline sources. Furthermore, the continuous 

optimization of search engines has given consumers a better online shopping experience, which also means that 

online user reviews will become more important in products (Erdmann et al., 2022; Statista, 2022). 

1.2.2 Motivation 

Sentiment analysis is an assignment of analyzing the opinions, sentiments, attitudes, and perceptions of texts about 

different entities such as topics and products by extracting important information from texts, which is the most 

common and efficient method for analyzing data in text form (Pang & Lee, 2008). With the rapid development in 

various fields in recent years, the output of sentiment analysis is not only the different emotions in the text, such 

as happiness, sadness, and anger, but also the intentions contained in the reviews, which enables companies to 

understand consumers and ensure customer relationships are maintained (Abbasi et al., 2008; Huber et al., 2000; 

Sudhir & Suresh, 2021). 

1.2.3 Background of Sentiment Analysis 
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As shown in Figure 2, there are three basic types of sentiment analysis: machine learning, lexicon-based method, 

and hybrid. 

 

 

Figure 2. Categories of Sentiment Analysis (Jindal & Aron, 2021) 

 

The first method is to process text data based on various machine learning algorithms, which can be further broken 

down into supervised and unsupervised learning techniques (Jindal & Aron, 2021). Basically, machine learning 

methods extract keywords in text which would be regarded as features to learn and analyze (Rodrigues et al., 

2018). The lexicon-based method assumes that synonyms have the same sentiment polarity and antonyms have 

opposite memory, and the text is analyzed by creating a universal dictionary (Birjali et al., 2021).  

 

 

Figure 3. The general workflow of sentiment analysis (Birjali et al., 2021) 

 

Figure 3 depicts the general process of sentiment analysis. Basically, there are four stages in this process, which 

are data collection, data processing, sentiment classification and model evaluation. Data collection refers to the 

creation of datasets by extracting from the collected data which frequently social media, review sites, blogs, and 

forums, which comes from a variety of sources and tools (Birjali et al., 2021; Mei & Frank, 2015). Data processing 

consists of three parts: text preprocessing, feature extraction and feature selection. The objectives of text 

reprocessing are for cleaning noises and text data with incorrect grammars and dimensionality reduction (Birjali 
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et al., 2021; Liu, 2012). Feature extraction is the extraction of valuable information (verbs, adjectives, nouns, etc.). 

The last step of data processing is the feature selection, which is also influenced by feature extraction. Feature 

selection is to filter out relevant features, so that the data dimension is reduced again, which helps to improve the 

accuracy and efficiency of the sentiment analysis (Ahmad et al., 2019; Birjali et al., 2021). 

1.3 Research Question and Objectives 

Based on the Section 1.2.2, the general research question of the dissertation can be defined as “What factor 

determines the success of an action movie?”. To address the research question, the dissertation consists of the 

following objectives: 

1) To review related information of the dissertation, the contents of literature should be evaluated, including but is 

not limited to the background of the film industry, the detailed introduction, process, and evaluation of sentiment 

analysis.  

2) To construct the process for the project systematically, a methodology should be created. 

Based on Figure 3, there are four sections which must contain in the methodology, which are data collection, data 

processing, sentiment classification, and evaluation, where: 

• Data collection aims for extracting high-quality reviews of action films on the Internet. 

• Data processing refers to make the model better analyse the data and the data fit the model efficiently. 

• The efficiency and correctness should be evaluated after completing the model of sentiment analysis. If 

necessary, testing and debugging should be inserted to improve performance of the model. 

• The result/output of sentiment analysis should answer the research question directly. 

3) To accomplish the dissertation, the conclusion of the research questions should be conducted by evaluating and 

analyzing the results derived from the accomplished model. 

2. Literature Review 

2.1 The Background of the Film Industry 

To expressly describe the background of the film industry, Section 2.2.1 illustrates the continuous profitability of 

the film industry through the development and evaluation of the industry. Furthermore, with the advent of the 

information age, massive amounts of data appear on social media in text form, serving as a medium for dialogue 

between studios and consumers (Section 2.2.2). How to efficiently analyze film reviews has become a crucial 

problem for the film industry. 

2.1.1 The Development and Evaluation of the Film Industry in the UK 

‘Film’ came into existence in the early 20th century, which was regarded as a medium for the study of movement 

initially (Simonton, 2011). Significantly, due to the cultural significance and circulation of films, the film industry, 

which has become a transnational industrial chain, spreads widely around the world and has a large impact on the 

global economy (Eliashberg et al., 2006; Gomery, 2015). 

 

 

Figure 4. The revenue of the film industry in the UK (British Film Institute, 2021a) 

 

With the advent of the digital age, information technology has brought about tremendous changes to the 
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development of the film industry. Especially, video-on-demand (VoD), which is originated in media industry, has 

become the mainstream online viewing method of films (Kim & Kim, 2017; Pereira & Tam, 2021). Using VoD 

technology, the delivery method of movies has become convenient, consumers no longer need to go to the cinema 

to watch movies, instead, it can be done freely at home using devices that can connect to the Internet (such as iPad, 

PC, and TV).  

Figure 5 shows the revenues for on-demand audiovisual services in the UK from 2011 to 2018. Compared to 

Figure 4, revenue from on-demand audiovisual services in 2018 was already more than half of the UK film 

industry’s revenue. Based on traditional sales, online viewing mode is more favored by consumers, and it also 

reduces the cost of film companies to release movies. 

 

 

Figure 5. Consumer revenues for on-demand audiovisual services in the United Kingdom (UK) from 2011 to 

2018 (European Audiovisual Observatory, 2019) 

 

Furthermore, with the outbreak of COVID-19, the structure of the film industry has changed, while also promoting 

the development of online movie viewing. Figure 6 presents the changes in the way consumers watch movies from 

2009 to 2019 (the outbreak of the epidemic). 

 

 

Figure 6. Film industry revenue in the United Kingdom (UK) from 2009 to 2019, by platform (British Film 

Institute, 2021b) 
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During the outbreak of COVID-19, the UK has severely restricted the movement of its citizens and even blocked 

streets, which has dealt a huge blow to the film industry (Edington, 2022). While the way to rent or buy movies 

from retailers has been abandoned, theater or cinema viewings are the first choices for moviegoers, and more and 

more people prefer to watch films on digital video and TV. Meanwhile, as shown in Figure 4 and Figure 7, the 

epidemic has affected the revenues of the film industry. Although the number of film productions has continued 

to increase, the profits have stalled in recent years. 

 

 

Figure 7. The number of film and video production companies in the United Kingdom from 1996 to 2019 

(British Film Institute, 2021c) 

 

Although films can be distributed all over the world, since the beginning of the 1920s, the global film industry has 

been monopolized by major studios such as Hollywood (Gomery, 2015). Coincidentally, the British film industry 

faces the same situation. According to British Film Institute (2021c), the number of film production companies in 

the UK has been increasing since 1996, reaching nearly 16,000 in 2019.  

 

 

Figure 8. Film distributors ranked by market share in the United Kingdom (UK) and Republic of Ireland in 2019, 

based on box office gross (British Film Institute, 2020) 

 

2.1.2 The Impact of Social Media and Movie Reviews on the Film Industry 

As mentioned in Section 2.1.1, based on the change in the structure of the film industry, social media has become 

a crucial platform for movie releases. On the other conditions, to attract traffic and consumers’ attention to movies, 

social media is also a significant channel for collecting customer opinions (Chen & Yin, 2017; JustWatch, 2021). 

In 2021, the number of British social network users has reached 60 million, and netizens express various views, 

comments, and experiences about products on social media (Duan et al., 2022; Statista, 2021)  
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Figure 9. Online product review in the United Kingdom (Salience Search Marketing, 2021) 

 

Basically, social media sites have become the medium through which studios communicate directly with fans 

(Bilal et al., 2016; Duan et al., 2022). Via reviews, studios can understand the intent of consumers watching movies, 

and the sales of a film can be predicted based on factors such as the genre, plot, and actors of the movie (Ahmad 

et al., 2020; Dhar & Chang, 2009). From the perspective of customers, movie reviews can provide them with 

information before viewing, including plot, cast, and overall layout. According to the research of Pentheny (2015), 

audiences not only pay attention to film critics’ comments on movies, but other consumers’ after-viewing can also 

influence audience’s choices, that is, reviews can reduce the uncertainty of movies and make consumers more 

aware of relevant information, thereby enhancing consumers’ willingness to watch (Duan et al., 2022; Park & Kim, 

2008). 

2.2 Sentiment Analysis 

Due to the emergence of large amounts of text data, natural language processing (NLP) has received high attention 

in various fields, which is the ability of computer programs to understand human language through text analysis 

(Sudhir & Suresh, 2021). Sentiment analysis is a branch of NLP and a field that is highly integrated with affective 

computing research (Birjali et al., 2021).  

2.2.1 The Development and Functionality of Sentiment Analysis 

The most frequent method for assessing data in text form is sentiment analysis (opinion mining), which primarily 

determines the degree of user attention to an event by examining the emotional inclinations indicated by the text 

content (Pang & Lee, 2008; Vanaja & Belwal, 2018). The evolution of sentiment analysis may be divided broadly 

into three stages. Textual sentiment classification was investigated in the late 1990s by Hearst (1992) and Kessler 

et al. (1997), who classified it into three categories: positive, negative, and neutral. It is one of the simplest and 

most widely used ways currently, and most e-commerce sites use a 1-5 rating system to evaluate the client feedback 

(Sudhir & Suresh, 2021). At the turn of the twentieth century, sentiment analysis drew the attention of additional 

academics, the sentiment categorization was expanded, allowing emotions like happiness, sadness, anger, and 

other properties can be retrieved from texts, which also is called sentiment detection (Boiy & Moens, 2009; Huber 

et al., 2000; Pang & Lee, 2008). This analysis, based on ratings, gives companies a better understanding of users’ 

specific feelings, but sentiment detection is imprecise due to the variability of emotions and the artistry of discourse. 

In recent years, with the rapid development of computer science, sentiment analysis techniques have been 

integrated into various fields. Emerging sentiment analysis can be explained into two categories: aspect-based and 

intent-based (Sudhir & Suresh, 2021).  
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Figure 10. The development of sentiment analysis 

 

Aspect-based sentiment analysis enables businesses to automatically identify and evaluate customer data, 

synchronously, categorize items based on client attitudes and solve problems, which greatly saves time and cost. 

Additionally, the objective of intent-based sentiment analysis is to dissect, evaluate, and classify text depending 

on the customer’s intent, which makes companies more personable and keeps the customer relationship intact 

(Abbasi et al., 2008; Ceron et al., 2015; Sudhir & Suresh, 2021; Wang et al., 2014). 

 

 

Figure 11. The categories of SA (Medhat et al., 2014) 

 

2.2.2 The Applications of Sentiment Analysis 

Sentiment analysis is being applied in numerous fields as the technology improves and expands (Jain et al., 2021). 

Analyzing textual data in e-commerce can assist to determine customer expectations for products, improve user 

experience, and boost sales (Vanaja & Belwal, 2018). A classic application of sentiment analysis in e-commerce 

is that Karthik et al. (2018) proposed a feature based product ranking and recommendation algorithm (FBPRRA), 

and the workflow is shown in Figure 12. 
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Figure 12. The workflow of FBPRRA (Karthik et al., 2018) 

 

FBPRRA computes the scores of customer satisfaction of each product by analyzing online reviews and applies 

the scores to the recommendation system. As multiple platforms integrate datasets, FBPRRA can evaluate the 

quality of a product in various aspects. However, the large amount of data also introduces useless feature 

information, which leads to the degradation of the accuracy of sentiment analysis and the drawback of long running 

time. 

 

 

Figure 13. The current applications of sentiment analysis (Nasreen Taj & Girisha, 2021) 

 

As shown in Figure 13, since sentiment analysis is oriented to individuals, events and topics, it can greatly help 

companies or organizations understand consumers’ psychological activities (Medhat et al., 2014). With the in-

depth development of natural language processing, sentiment analysis can play an irreplaceable role in more fields 
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(Sudhir & Suresh, 2021). 

2.2.3 General Process of Sentiment Analysis 

Figure 14 describes the general process of sentiment analysis, which can be divided into four stages, which include 

data collection (extraction), data processing, sentiment classification, and output presentation (Birjali et al., 2021). 

 

 

Figure 14. The process of sentiment analysis (Jindal & Aron, 2021) 

 

Before discussing the process of the sentiment analysis, Table 1 expound the common toolkits for NLP tasks in 

different programming languages. Since the project focus on using Python to solve the research question, TextBlob 

and NLTK will be introduced in this part. 

 

Table 1. Common toolkits for text preprocessing and NLP tasks (Bird et al., 2009; Kwartler, 2017; Manning et al., 

2014; Pasha et al., 2014) 

Toolkit Language Description 

TextBlob Python TextBlob is a Python library that provides a consistent API for diving into common natural 

language processing (NLP) tasks such as PoS tagging and sentiment analysis. 

NLTK Python Natural Language Toolkit is a suite of open-source Python modules that help to perform 

NLP tasks such as tokenization and PoS tagging. 

CoreNLP Java Stanford CoreNLP is a framework for basic and advanced NLP tasks as well as sentiment 

analysis 

MADAMIRA Java MADAMIRA is a tool that performs Arabic NLP tasks like morphological analysis and 

tokenization. 

 

NLTK is a platform which includes more than 50 corpora and lexical resources such as WordNet (NLTK, 2022). 
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The platform concentrates on constructing programs in Python by processing data in natural language. Specifically, 

NLTK offers a set of text processing packages for classification, tokenization, stemming, tagging, parsing, and 

semantic reasoning, all of which are accessible via a Python-friendly interface (NLTK, 2022). Meanwhile, 

TextBlob has similar attributes and properties with NLTK, which is an external library to assist to study the natural 

language process (TextBlob, 2022). A straightforward API is supported in TextBlob for doing standard natural 

language processing (NLP) activities like part-of-speech tagging, noun phrase extraction, sentiment analysis, 

classification, translation, etc. 

2.2.3.1 Data Collection 

Data collection refers to the creation of datasets by extracting from the collected data which frequently social 

media, review sites, blogs, and forums (Birjali et al., 2021; Mei & Frank, 2015). As mentioned in Section 2.2.2, 

professional movie review sites are the best place to collect text data. Nevertheless, it is difficult for public datasets 

to fully match the needs of the project. Instead, data usually needs to be extracted from web resources.  

2.3.3.2 Data Processing 

Data processing consists of three parts: text preprocessing, feature extraction and feature selection.  

i) Text Preprocessing 

The objectives of text reprocessing are for cleaning noises and text data with incorrect grammar/spellings and 

dimensionality reduction (Birjali et al., 2021; Liu, 2012). Specifically, considering that data obtained from social 

media may be unstructured, data preprocessing aims to address irrelevant features, noise, and erroneous text in the 

original data before analysis (Birjali et al., 2021; Liu, 2012). Based on the research of Agrawal (2021); Pinto et al. 

(2016); Weng (2019), common text data preprocessing includes removing punctuations and stop words, computing 

tokenization, normalization and lemmatization.  

ii) Feature Extraction 

The term ‘feature’ in computer science refers to the attributes of the data, and in sentiment analysis, the purpose 

of feature extraction is to extract important features that describe the text which is unstructured data (Avinash & 

Sivasankar, 2019). Generally, the basically important features in sentiment analysis include negations, opinion 

words, part of speech of words, and the frequency of words (Birjali et al., 2021). Negative words, also known as 

opinion-shifting words, may be keywords in the text that reverse the polarity of sentiment such as never, not, none 

and so on (Aggarwal, 2015). Opinion words mainly include some adjectives and adverbs, which express emotions 

subjectively and obviously in the text (Aggarwal, 2015).  

There are two significant models which can accomplish the assignment, that are BoW (Bag of Words) and WE 

(Word Embedding). BoW is one of the most commonly used techniques for converting textual data (unstructured) 

into numerical representations (structured) (Kasri et al., 2019; Siddharth, 2021). Figure 15 visualizes the inputs 

and outputs by using the model. 

 

 

Figure 15. The visualization of BoW (Siddharth, 2021) 
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Compared with the BoW model, word embeddings convert the unstructured data into vectors and distribute all the 

converted structured data along the vectors (Birjali et al., 2021). Specifically, word embedding is a method for 

representing words and documents, and its main goal is to reduce the dimension of data features, predict the 

meaning of words, and capture inter-word semantics (GeeksforGeeks, 2020). 

 

 

Figure 16. The processes of CBOW and Skip-gram (Mikolov et al., 2013b) 

 

iii) Feature Selection 

The last step of data processing is the feature selection, which is also influenced by feature extraction. Feature 

selection is to filter out relevant features, so that the data dimension is reduced again, which helps to improve the 

accuracy and efficiency of the sentiment analysis (Ahmad et al., 2019; Birjali et al., 2021).  

Fundamentally, there are two broad methods to select features, that is lexicon-based methods and statistical 

methods (Kumar & Kaur, 2020). Lexicon-based methods refer to the manual creation of feature sets, i.e., starting 

with strongly and clearly expressed emotional terms to form sets, and then enriching sets with synonyms or online 

resources (Baccianella et al., 2010). Although the features selected by this method can perform perfect in sentiment 

analysis models, as the amount of data increases, it is almost difficult to manually create a dictionary set covering 

all keywords. Regardless, the statistical method automatically selects features with a little lower accuracy, however, 

it can save much time and has more efficient in feature selection (Duric & Song, 2012). 

 

 

Figure 17. The workflow of the filter method (sauravkaushik8, 2016) 

 

Figure 17 illustrates the workflow of the filter method, which is the most common in the feature selection (Kou et 

al., 2020). In this method, feature selection is completely independent of any machine learning algorithm, instead 

it picks the highest priority features by counting and measuring the ranking of features in the training data to 

generate the crucial features (Birjali et al., 2017). Based on the research of Sánchez-Marono et al. (2007) and 

Hoque et al. (2014), due to the low cost of the filter method, it is suitable for datasets with numerous features, and 

the priority of features can be ranked using statistical methods such as Pearson coefficient, ANOVA and chi-square 

test. 
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Figure 18. The workflow of the wrapper method (sauravkaushik8, 2016) 

 

As shown in Figure 18, another method is called wrapper, which finds the optimal features based on the training 

process, therefore, it depends on the machine learning (Birjali et al., 2021).the basic process of wrapper method 

has two directions: select features forward or remove features backward. The former starts with an empty set and 

continuously adds features that can improve the model in iterations, while the latter lists all features in a set and 

repeatedly eliminates features to optimize in iterations (Urbanowicz et al., 2018). 

2.2.3.3 Sentiment Classification 

Most importantly, sentiment classification refers to establishing an effective model for sentiment analysis, and all 

algorithms which are shown in Figure 11 are achievable models. In this section, the three classic machine learning 

models will be introduced. 

i) Support Vector Machine (SVM) 

As the most classic linear method in supervised learning, SVM is a non-probabilistic classifier for classifying 

discrete and continuous variables (Birjali et al., 2021). In sentiment analysis, SVM separates text data by finding 

the optimal hyperplane, and the effective separation is manifested in the largest margin between the hyperplane 

and the nearest training point of any class (Hastie et al., 2009; Joachims, 1998). Figure 19 depicts the geometric 

principles of SVM, where (a) describes the linear separation and (b) shows the nonlinear separation. 

 

 

Figure 19. The geometric principles of SVM (Moraes et al., 2013) 

 

Since the SVM model is not only uncomplicated to train, but also efficient and stable in high-dimensional spaces, 

it is an algorithmic choice worth considering for simple the sentiment analysis (Birjali et al., 2021). Rana and 

Singh (2016) have used SVM and Naive Bayes to analyze movie reviews (positive or negative) and concluded 

that linear SVM produces the best accuracy.  

ii) Decision Tree 

A decision tree is a flow-chart-like tree structure, which can effectively handle non-linear classification datasets. 

(Sudhir & Suresh, 2021). Figure 20 shows the structure of the decision tree, and the essential elements of the 

decision tree include a root node, decision nodes, and leaf nodes, where the internal nodes represent the tests for 

attributes, each branch reflects the results of the tests, and the leaf nodes represent the output (class) (Ashari et al., 

2013; Jacobs et al., 2015). 
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Figure 20. The structure of the decision tree 

iii) Recurrent Neural Networks (RNN) 

RNN is a model in deep learning, which is implemented based on an artificial neural network (Birjali et al., 2021). 

RNN forms a continuous memory network by cyclically linking artificial neurons, as shown in Figure 21. Unlike 

other neural networks, all inputs and outputs in RNN are interconnected, hence, this model is extremely sensitive 

to time series, and the ability to capture and store long sequences of information is widely used in the sentiment 

analysis (Sharfuddin et al., 2018).  

 

 

Figure 21. The basic loop of RNN (Sharfuddin et al., 2018) 

 

However, as the size of the input text data increases, the ability of the RNN to link information is greatly weakened 

(vanishing gradient) (Birjali et al., 2021). Therefore, RNN has produced two variants: long-short term memory 

(LSTM) and gated recurrent unit (GRU). The basic principles of the three types of RNN are shown in Figure 22. 

 

 

Figure 22. The basic principles of the three types of RNN (Khan et al., 2019) 
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2.2.4 Evaluation of Sentiment Analysis Algorithms 

As mentioned in Section 2.2.1, sentiment analysis can be accomplished by at least two types of techniques. Thus, 

it is impossible to simply use machine learning or the lexicon-based algorithm to evaluate the performance of an 

algorithm. However, Barr et al. (1995) proposed to evaluate the performance of an algorithm from the macro 

perspectives of quality of the solution, running time, robustness, flexibility, and simplicity, which is consistent 

with measuring the pros and cons of sentiment analysis algorithms.  

 

Table 2. The meanings of accuracy, precision, recall, F1-score (Birjali et al., 2021) 

Metric Description Calculation Assessment 

Accuracy Accuracy is the most commonly used metric 

for classification problems, and it represents 

the ratio between the correctly predicted 

examples to the total number of examples. The 

complement of this metric is called error and 

can be calculated as 1- accuracy. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Accuracy is a good choice for 

sentiment classification in 

machine learning when the 

classes in the dataset are 

nearly balanced. 

Precision The precision represents the proportion of 

samples that correctly predicted as positive to 

the total number of predicted positive 

samples. In other terms, precision measures 

the quality of being exact. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

This metric is suitable for 

problems where prediction 

should be confident 

F1-score F1-score is a number between 0 and 1 that 

helps to measure both precision and recall by 

calculating the harmonic mean of these two 

metrics. 

2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

 Because it is not easy to 

compare two classifiers with 

high recall and low precision 

or vice versa, the F1-score 

can be the key to this 

problem. 

F1-score manages the 

tradeoff for a model that 

requires a confident 

prediction and dominant 

capture of a class. 

 

Specifically, because the words in the text can be deceptive, it is difficult for an algorithm to correctly evaluate all 

emotional tendencies so that the optimal solution is unavailable (Barr et al., 1995; Chakraborty et al., 2019). 

Regardless of the sentiment analysis model, it often draws on the evaluation methods of classification algorithms 

and uses accuracy, recall, precision, and F1 Score to measure the performance of an algorithm, and the meanings 

are shown in Figure 5 (Bhowmik et al., 2022; Birjali et al., 2021; Joseph et al., 2022; Vashishtha & Susan, 2019). 

Meanwhile, as mentioned in Figure 14, there are four stages to constructing a sentiment analysis solution, and the 

different programming in each stage affect the length of the running time, which refers to the time interval from 

the beginning to the end of the program execution (Barr et al., 1995). A significant algorithm needs to efficiently 

produce an ideal model in a limited time. Since sentiment analysis is used in different fields to complete a variety 

of assignments, robustness indicates that the model should not be too sensitive to different textual differences, that 

is, for any given instance, the specific performance of the algorithm and the quality of the solution should be stable 

at a standard (Bräysy & Gendreau, 2005; Medhat et al., 2014). In different circumstances, simplicity states that 

the algorithm should be easy to implement, and the model can be constructed in inefficient time, while flexibility 

is related to robustness. 

3. Methodology 

3.1 Research Question and Objectives 

As mentioned in Section 1.2, the research question is “What factors determine the success of action films?” The 

reason for selecting the action movies is that considering the variable measurement criteria should be supplied for 

different film genres, it is arduous to evaluate all types of films together. To draw forth the research question in 

detail, the movie genres that are most popular with audiences in the UK are categorized, as shown in Figure 23.  
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Figure 23. Five most popular film genres in the UK as of October 2013 (Statista, 2014) 

 

The research manifestly shows that in 2013, action and thriller films were the two most popular movie genres for 

British audiences and the action film is selected as the research object. To address the research question, the four 

aspects of a film are specified as the factors based on the research of Wang et al. (2020a): Actor, Plot, Director, 

and Music. Therefore, the comprehensive research question can be defined as “Among the four factors of director, 

plot, actors and music, which factor determines the success of an action movie?” 

3.2 System Structure 

For discussing the process of methodology in detail, the Section 3.3 describes the general structure of Chapter 3. 

Following the research question, the dissertation is split into the following 6 research objectives, as shown in 

Figure 24.  

 

Figure 24. The 6 research objectives 

 

The objective 1 has been done in Chapter 2 and in following sections each objective will be discussed respectively. 

Specifically, Figure 25 depicts the workflow of the methodology.  
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Figure 25. The workflow of the methodology 

 

Section 3.3 will introduce the entire data collection from the research method (qualitative), the type of data required, 

and the data collection method. Compared with obtaining data through crawlers on the Internet, researchers prefer 

to collect data from Kaggle, which is a community for data science (Kaggle, 2022). When completing collecting 

data, the collected data will be subjected to text preprocessing, feature extraction and feature selection, and then 

transmitted as input to the sentiment analysis model. For addressing the research question significantly, there are 

two sentiment analysis model constructed. The first one is a lexicon-based model called VADER (Valence Aware 

Dictionary for Sentiment Reasoning), which evaluates the sentiment by scoring each word in text, in which the 

relation between the overall ratings and each aspect can be assessed (Hutto & Gilbert, 2014). The second model is 

SVM, which has introduced in Section 2.1.3 c. and aims for evaluating the performance of VADER and a 

comparative testing between both models is computed.  

3.3 Data Collection 

Before collecting data, the types of research methods should be considered. Esteban-Bravo and Vidal-Sanz (2021) 

conducted that the quantitative research, which are shown in Figure 26, design for collecting numerical or 

structured data by using statistical inference tools and its objective is to draw the conclusive research using 

representative samples of the population. On the other hand, the definition of the qualitative research refers to the 

interpretation of data from preliminarily set theories or hypotheses by collecting weakly structured or unstructured 

data from a social system, and Figure 27 indicates the main categorized qualitative research methods. Basically, 

the biggest difference between the two kinds of research is the type and method of data collected. 
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Figure 26. The main quantitative research methods (Esteban-Bravo & Vidal-Sanz, 2021) 

 

 

Figure 27. The main categorized qualitative research methods (Esteban-Bravo & Vidal-Sanz, 2021) 
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In this project, the qualitative research method is used for collecting data, and the reasons are as following. 

First of all, Chapter 2 has concluded that the movie reviews on social media are the best medium for evaluating 

the performance of a movie. Hence, the structure of the dataset is the text data instead of the numerical data, which 

indicate the quantitative search method is not suitable for this project. The second point is that the evaluating 

method of the project is the sentiment analysis, which analyzes the text data typically through non-statistical 

methods, and the process of the method is interpreting text, which match the definition of the qualitative research 

(Esteban-Bravo & Vidal-Sanz, 2021). Additionally, referring to Leavy (2014), the study of published reports, web 

pages, books, and other forms of texts falls under content analysis, which is a method of qualitative analysis 

(Berelson, 1952; Goode & Hatt, 1952). Obviously, the content analysis under this definition includes sentiment 

analysis by using data in text format. Moreover, many scholars have explicitly mentioned the sentiment analysis 

as a qualitative research method in their research. For instance, in the research of Gascón et al. (2016), the 

sentiment analysis was regarded as a qualitative method. Based on the three reasons above, it can evidently conduct 

that the search method of the project is qualitative search and analysis.  

ParseHub is selected to web scraping for the project, which is a free web scraping tool with an easy-to-use and 

intuitive user experience. For any website, ParseHub can scrape structured data on the website without coding 

(Demchenko, 2020). Following the tutorial of ParseHub, there are several basic steps to scrape a website as shown 

in Figure 28, and Figure 29 depicts the interactive page of scraping data using ParseHub. 

 

 

Figure 28. The steps of scraping website (Perez, 2019) 

1) Create a new project and input URL of the website which will be scrapped. 

2) Browse the web and manually select the data that needs to be scrapped. 

3) Save selected data in variables and correlate the reciprocal data. 

4) If the needed data exists on several pages, it can be added associated pages. 
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Figure 29. Web scraping for reviews of Spider Man by using ParseHub 

 

When the data is collected, the features that should be included are shown in Table 3. 

 

Table 3. The data template 

Data Template 

Review 

ID 

Movie 

ID 

Title Category Director Published 

Data 

Movie 

Length 

Review 

Title 

Content Rating Sentiment 

Classifier 

URL 

1            

2            

3            

4            

5            

6            

 

Data collection will be subject to the ethical permission of the university of Warwick, and the data sources do not 

involve participants, instead, the data should be from public social medias (IMDB) or datasets. Basically, a total 

of 1,000 data is screened in the project for the following reasons: (1) Too many movie review texts will extremely 

diminish the analysis rate. (2) If the sample size is small, the training accuracy of the SVM model used in the 

project will be reduced, thereby affecting the quality of the model. (3) Based on Table 3, the data set used in the 

project contains many columns, so each piece of data has high dimension features. Therefore, compared with 

ordinary datasets, the analysis rate of this data set will be relatively lower. For the SVM model, 1000 data can 

improve the efficiency of the model as much as possible on the premise that an excellent model can be trained. 

For the VADER model, 1000 data can analyze enough information to support discussion throughout the project. 

3.4 Method Design  

3.4.1 Text Preprocessing 

Based on Section 2.1.3 (i), the contents of text preprocessing include removing punctuations and stop words, 

computing tokenization, normalization and lemmatization. 

3.4.1.1 Removing Punctuations and Stop Words  
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To remove punctuations, the string library in Python has defined a list of punctuations, which includes the basic 

symbols and can be called directly (Deepanshi, 2021). Figure 30 shows the process of punctuations removal. 

 

 

Figure 30. The punctuations removal example (Deepanshi, 2021) 

 

For the removal of stop words, NLTK (Natural Language Toolkit) should be run (Bird et al., 2009). NLTK contains 

about 180 stop words and can add words as needed. Figure 31 depicts an example of NLTK removing stop words 

(Agrawal, 2021). 

 

 

Figure 31. Using NLTK to delete the stop words (Deepanshi, 2021) 

 

3.4.1.2 Tokenization 

To accomplish the assignment of tokenization, the function word_tokenize in NLTK toolkit should be invoked. 

Figure 32 states the process of tokenization by using NLTK. Each sentence is split into words (smaller units), can 

all words of a sentence store as the array form, which can be indexed more efficiently (Johnson, 2022). 
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Figure 32. Computing tokenization by NLTK (Deepanshi, 2021) 

 

3.4.1.3 Normalization 

Figure 33 computes an example for normalizing the text data in Python.  

 

 

Figure 33. Lowering the text (Deepanshi, 2021) 

 

Generally, all letters in the data should be converted into lowercase, which can be simply achieved by string.lower() 

function. To convert the abbreviations into standard format, contractions library should be installed.  

3.4.1.4 Lemmatization 

lemmatization (stemming) is the last step for text preprocessing, which restoring synonyms of different structures 

in English to their basic forms (roots). Figure 34. shows using NLTK in Python to address lemmatization. 
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Figure 34. Lemmatization in Python by using NLTK (Deepanshi, 2021) 

 

3.4.2 Feature Extraction 

Following Section 2.2.3 (ii), in the project the model of Bag of Words (BoW) will be constructed to extract and 

calculate the important features in each review. Following the tutorial of GeeksforGeeks (2019), there are three 

steps constructed the BoW model without using library in Python. 

1) The first crucial progress is text reprocessing including lowering each letter, removing punctuation and special 

symbols such as ‘#’ and ‘&’, which has done in Section 3.4.1. 

2) Capture the most frequent words in the text. Since all words have been normalized, which can be traversed to 

calculate the frequency of occurrence. A dictionary can be declared in the code to store the most frequent words 

in the dictionary. Figure 35 shows a result example after counting each word in the sentences, in which the term 

‘value’ represents the number of occurrences.  

 

 

Figure 35. The dictionary of BoW (GeeksforGeeks, 2019) 
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3) Compute the BoW model.  

 

 

Figure 36. An example of output of Bow model (GeeksforGeeks, 2019) 

 

To generate more flexible models and improve run-time memory utilization efficiency, a vector is utilized to 

evaluate whether a word is crucial. Figure 36 states the result of BoW model, where ‘0’ represents irrelevant 

features and ‘1’ represents important features. 

3.4.3 Feature Selection 

In feature extraction, text data has been transformed into structured data which represents by features. Feature 

selection is to further retain the features with strong correlation, while removing irrelevant and redundant feature 

variables, hence the feature dimension space will be compressed, and the accuracy of sentiment classification will 

also be improved (Ahmad et al., 2019; Birjali et al., 2021). 

 

Table 4. Lexicons of movie aspect and element-related terms (Wang et al., 2020a) 

Aspects Movie aspects related words Specific terms 

Actors 
Actors, actress, acting, cast, 

casting, role, performance 
Actor names 

Directors Director, directed, filmed, edition Director name 

Plot 
Plot, story, character, romance, 

revenge, ending, script 
Script Writer name 

Music 
Lyrics, songs, ending song, 

background music, sound 
Singer name 

 

Table 5 depicts an example of the processed data which has been extracted the four-aspects crucial features. 

 

Table 5. The processed data example (Wang et al., 2020a) 

Review Movie Genre Director Actors 

I was really excited for this 

movie as Johnny Depp and 

Robert Pattinson take part in 

it, but it was trash. The story 

is so poor, the characters are 

so boring and I do not know 

why they made this film 

Waiting for the 

Barbarians 
Drama Ciro Guerra 

Mark Rylance, 

Jonny Depp, 

Robert Pattinso 

 

The above three stages are the central steps of data processing, in which the text data has been converted into 

structured data, and all rest data can be directly input into the constructed model to output and address the research 

question. 
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3.4.4 Modelling 

Modeling is the most important part of analyzing data. The processed data will be fed into the model, and the 

research problem will be solved through the training, evaluation or integration of the data by the models. In the 

project, the input is crucial features in the collected reviews. Based on the research question and the objectives, 

the output should be the intensity and orientation towards factors that is actors, directors, plot and music. For 

sentiment classification, two models will be construct.  

3.4.4.1 VADER 

Sentiment Intensity Analyzer in VADER , which is validated and based gold-standard lexicons (Hutto & Gilbert, 

2014). Compared with traditional machine learning methods, VADER not only saves running time (no data is 

needed to train to construct the model), but also the model is efficient, as shown in Figures 37 and 38 (Naresh et 

al., 2019; Swarnkar, 2020; Wang et al., 2020a). 

 

 

Figure 37. The running time of NLP vs VADER (Raj P M & Sai D, 2022) 

 

 

Figure 38. The accuracy comparison of NLP vs VADER (Raj P M & Sai D, 2022) 
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More influentially, based on the research of Raj P M and Sai D (2022), the basic principle of VADER is to score 

each word in the dictionary to synthesize scores for a sentence and a document. Therefore, the data characteristics 

of the four aspects separated from the film reviews can be directly scored by the VADER, so that the relationship 

between aspects and the overall score in each review can be found and the research problem can be solved. In 

Python, the VADER model also includes in the package of NLTK, which indicates attributes for the ease of use of 

the VADER model (Pipis, 2020). 

According to Wang et al. (2020a), the input of modelling is features of reviews and each aspect data, and the output 

is the scores for each aspect and reviews, as shown in Table 6.  

 

Table 6. The output template 

Output Template 

ID Overall Actors Directors Plot Music Sentiment Classifer 

1       

2       

3       

4       

5       

6       

 

The next process of modelling is to assess the correlation of the four aspects (actors, directors, plot, and music) 

and the overall. To simplify the model, an assumption is made as a premise, that is the relation between aspects 

score and overall is linear (Wang et al., 2020a). Hence, the relationship between the aspects and the overall can be 

expressed by the correlation coefficient: 

                                   (1) 

                              (2) 

Where: 

A: the movie aspect score matrix 

B: the overall movie score matrix 

R: the correlation coefficient 

3.4.4.2 SVM 

Based on the conclusion of Section 2.2.3, SVM has the characteristics of high precision and stability (Moraes et 

al., 2013). Meanwhile, due to the massive datasets will be used in the project, SVM is selected to construct the 

model in the project. Compared with the study of Bronchal (2016) and , the data preprocessing techniques used in 

the SVM model are the same as VADER, therefore, the processed data which have been done in Sections 3.4.1 

and 3.4.2, and 3.4.3 can be used in SVM directly. The whole process of constructing a classification model of 

machine learning as shown in Figure 39.  
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Figure 39. The general process for constructing a model of machine learning (Theodoridis, 2015) 

 

The first and second step is to normalize the dataset and reduce its dimensionality, which aim to reduce the 

computational load of the model and improve the computational efficiency (Scikit Learn, 2022b). However, almost 

all features are in string format (movie reviews, titles), hence, normalization and dimensionality reduction which 

only focus on numerical features will not work for sentiment analysis. The third step is split into training data and 

testing data, in which the training data is prepared for constructing the model, and testing data is for prediction, 

which is shown in Figure 40 (Refaeilzadeh et al., 2009; Theodoridis, 2015). In Python, it can be easily done by 

model_selection in sklearn library. 

 

 

Figure 40. Splitting data in machine learning (Volpi, 2019) 

 

For constructing SVM model, the sklearn library should be imported. there are several parameters which can be 

tuned, as shown in Table 7. To tune the parameters of SVM, GridSearchCV will be called which can perform an 

exhaustive search for input parameters (Scikit Learn, 2022a). 

 

Table 7. The parameters of SVM (Scikit Learn, 2022c) 

SVM Parameters 

Optional 
Kernel Gamma Score 

linear scale roc_auc 
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poly auto fi_macro 

rbf  fi_micro 

signmoid  accuracy 

precomputed   

 

Based on the best parameters which search by GridSearchCV, the result which is shown as classification of the 

sentiment will be output. 

3.5 Result Correctness Verification and Evaluation of Models 

This section mainly discusses that how to verify the correctness of the result and evaluate the models. In first 

objective, the features from the original collected data will be utilized to verify the correctness of VADER and 

SVM. Besides, the contents of Section 2.2.4 will be used as the benchmark to measure the performance of VADER 

with comparing with SVM. 

3.5.1 Result Correctness Verification 

There are two outputs of models (VADER and SVM) should be verified. For VADER, as mentioned in Section 

3.3.4, the output of the model is each aspect rating, the overall rating, and the correlation coefficient. The first 

stage of proof is to verify the correctness of the conclusions drawn by the models for the total score, which will be 

accomplished by comparing with the ratings of the original collected data. Based on Table 2, if the collected data 

is balanced, the first consideration is to measure with Accuracy and Error, which are the most intuitive comparison 

standard for results (Birjali et al., 2021). The formulas of Accuracy and Error are: 

                           (3) 

                             (4) 

Otherwise, if the collected data is imbalanced, F1-score will be taken to measure the performance of the model, 

which is calculated from precision and recall and reflects the sensitivity of binary classification (Gao et al., 2015). 

The formula of F1-score is: 

            (5) 

Based on the conclusion of Ayata et al. (2020), Zhao et al. (2017), and He and Zhou (2011) an acceptable model 

should maintain Accuracy or F1-score above 60%, which is also the benchmark of this project. Moreover, when 

the experimental data has a score of more than 70%, it can be concluded that the model is excellent. 

3.5.2 Evaluation of Models 

Based on the study of Section 2.2.4, the quality of the solution, running time, robustness, flexibility, and simplicity 

should be considered for evaluating the models (Barr et al., 1995; Chakraborty et al., 2019). In the project, VADER 

is the core model for solving research questions, and SVM is to assist the evaluation. For each evaluation aspect, 

the two models will be tested for performance as a cross-comparison variable. 

The quality of the solution in the project is measured by the score of Accuracy or F1-score, which has been 

discussed in Section 3.3.1. Meanwhile, based on the result of Raj P M and Sai D (2022), it can be conducted that 

VADER can outperform machine learning models in Accuracy. To compute the running time of the models, the 

time will be recorded during the whole process. Meanwhile, the robustness of the models refers to stability for 

different input text data. Hence, according to the principle of machine learning cross-validation, the original data 

set will be divided into several small subsets, which will be input into the model to obtain the output, and then the 

robustness of the model will be evaluated by Accuracy and F1-score (Refaeilzadeh et al., 2009). 

3.6 Result Analysis and Reflection 

To analyze the experiment outcome, a comparison will be conducted. The result of Wang et al. (2020a) has 

indicates that a successful movie is made by excellent plot, followed by the actors, the director, and music. 

Nevertheless, in their study, the films were not classified, so different experimental results may emerge in this 

project. In addition, the project will make some business insights based on the experimental results. For example, 

how to better improve the quality of movies? What do audiences expect from the movie? 
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3.7 Limitation 

Although the analysis method and evaluation criteria of the whole project have been established in Chapter 3, there 

may still be some deficiencies. Based on Figure 14, this section chiefly discusses the limitations in each stage of 

the workflow. 

3.8 Model Construction and Result Analysis 

There are two sentiment classification models in the project, which is VADER and SVM. According to the 

conclusion of Birjali et al. (2021), the main disadvantage of lexicon-based model is that it mainly cares about a 

single word and ignores the context, so the VADER model is not acceptable at analyzing extreme expressions such 

as sarcasm. Whereas in SVM, if the number of features is too large, the model will not perform well (Al Amrani 

et al., 2018). In the research, the defects of the two models need to be avoided, the accuracy in VADER needs to 

be improved by the SVM model comparison, and when building the SVM model, it is necessary to simplify the 

feature selection. 

4. Case Study 

4.1 Data Collection 

The movie review dataset used in this project was collected by Fragkis (2021). Since the entire dataset can be 

downloaded directly on Kaggle, which is public dataset collected website and has been introduced in Section 3.4. 

In accordance with Appendix C, the collection, download and use of secondary data involved in the project no 

longer requires ethical approval, hence the data collection has been completed. Appendix D declare the dataset 

which is downloaded from Kaggle and Figure 41 states the head of the dataset. 

 

 

Figure 41. The head of the collected dataset 

 

The 320,000 pieces of data are composed of different categories of movie reviews, each with its own number and 

creation time. Each piece of data has 16 features, in which the ‘Category’ in the dataset allows researchers to 

efferently identify action movie reviews, and the ‘Director’ provide the information and convenience when split 

the whole reviews into four aspects. The ‘Label’ marks the author’s rating for the corresponding movie, and ‘URL’ 

enables the viewer to go back to the IMDB website to find relevant and reliable information. ‘Mean of stars’ can 

be explained as the average ratings for a same movie which collected in the dataset, ‘number of reviews’ refer to 

the number of reviews of one movie collected in the dataset, and ‘full reviews average stars’ state the rating of the 

movie on the websites. Since the feature requirement of the project for the dataset is to include at least movie 

reviews, the names of all movies, ratings, and movie types, the dataset meets the expectations. However, the 

specific sentiment (positive or negative) is not given. To construct the sentiment classifier, the data in the ‘Label’ 

are simply divided into two sections, that is 1-5 is rated as ‘Negative’, and 6-9 is defined as ‘Positive’. 

4.2 Data Processing 

Cleaning raw data, extracting, selection, and translating significant features into vectorized data (structured data) 
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that machines can understand are the basic objectives of data processing. In this section, 4.3.1 mainly describes 

the process of data cleaning, tokenization, stemming, lemmatization, and removals of punctuation and stop words, 

which are all addressed by NLTK. 

4.2.1 Data Preprocessing 

The objective of data preprocessing is to construct an efficient model which can answer the research question. 

Hence, the first step to deal with the dataset is data cleaning, in which all action movie reviews are extracted, other 

gerne movies and useless data features are removed. Since reviews and corresponding ratings will be utilized in 

the feature extraction, feature selection and model construction, hence the rest features including ‘Greek title’, 

‘author’, ‘URL’, ‘id number’, ‘movie date’, ‘movie length’, ‘review date’, and ‘review title’ are deleted, which is 

shown in Figure 42. As mentioned above, feature ‘director’ provides the information and basis for splitting 

unstructured data into director aspect, and rest features are about ratings of movies. 

 

 

Figure 42. The dataset after removing useless features 

 

The second step is to extract all the action movie reviews from the whole dataset. To realize the purpose, the feature 

‘category’ is regarded as filter, and the result is expounded in Figure 43. In total, there are about 70,000 action 

movie reviews in the dataset, and authors have mixed reviews for the same movie. According to the data collection 

requirements in Section 3.4, the first 1000 pieces of data are extracted, which can ensure the efficiency of data 

analysis and model construction. 

 

 

Figure 43. Reviews of action movies in the dataset 

 

Besides, texts relating to four factors (plot, director, actors, and music) are filtered out to prevent the meaning of 

the original data expression from being modified throughout the data processing and leading to imprecise 

analytical results. A filter should be created which can figure out most related four aspects elements. Table 8 is 

provided by Wang et al. (2020a), in which movie aspects related words provide information about text related to 
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the four aspects of the search, while specific terms indicate text that may be missed. Necessarily, the director’s 

name of each movie is supplied in the dataset, allowing for a more accurate classification of the aspect of director. 

Nonetheless, other specific terms including, the names of actors, as well as some nicknames and abbreviations of 

names, become the limitations of this project, which will be mentioned later. 

 

Table 8. A dictionary for creating the filter of text extraction (Wang et al., 2020a) 

Aspects Movie aspects related words Specific terms 

Actors 
Actors, actress, acting, cast, 

casting, role, performance 
Actor names 

Directors Director, directed, filmed, edition Director name 

Plot 
Plot, story, character, romance, 

revenge, ending, script 
Script Writer name 

Music 
Lyrics, songs, ending song, 

background music, sound 
Singer name 

 

In Python, all text is firstly converted to lowercase, and the program is set to index the text data by keywords 

according to each aspect, and once the keywords are found, the paragraph is stored, and the grouped results are 

shown in Figure 44. 

 

 

Figure 44. The dataset after filtering texts of four aspects 

 

There are some blanks of aspect of each review, hence a counter is used to compute the number of texts in each 

aspect, which is shown in Table 9. The text has the least information about the director, and the audience talks the 

most about the plot. 

 

Table 9. Count for texts of each aspect 

Count for each aspect 

total Plot Director Actor Music 

1000 905 504 611 771 

 

The next step is to process the text content, and the feature review as an example to show in this section. For a 

more convenient display, the researcher only compiles and operates the feature ‘review’ to complete data 

processing, and the text content of the four aspects can be programmed by the same code.  

Figure 45 demonstrates the process of remove punctuation, where the NLP library is not involved, instead all 
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punctuation marks can be effortlessly recognized in using the string library. 

 

 

Figure 45. Remove punctuation in the reviews 

 

Secondly, all letters in the text should be converted to lowercase, which has already been implemented in extracting 

the four related aspects. Then, tokenization is the third step in text processing, which significantly reduces the 

storage space of data and improves the efficiency of sentiment analysis by splitting a sentence into words. After 

tokenization, each review stores in an array, and each word in one review is an element of the array. The result of 

lowering the letters and tokenization is expounded in Figure 46. 

 

 

Figure 46. Lowering letters and Tokenization of text reviews 

 

As mentioned in Section 3.5.1, the stop words also have no meaning in the text, which should be removed as well. 

In this stage, the NLTK library is used, which stores a dictionary for stop words such as personal and demonstrative 

pronouns. (Avinash & Sivasankar, 2019). Figure 47 elaborates the process of removing stop words. 

 

 

Figure 47. Removing stop words 
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The last step is lemmatization, which is implemented by the NLTK library to find the root of the word and restore 

it to the most concise form, this can greatly reduce the running time of the program and speed up the construction 

of the model.  

 

 

Figure 48. Lemmatization 

 

The final step, shown in Figure 48, completes the text preprocessing. Essentially, in the text processing stage, 

unnecessary features have been eliminated, the sentences in the text have been divided into four aspects based on 

the keywords, and all of the texts have been processed into root form, which is in the word-based units. 

4.2.2 Feature Extraction and Selection 

Acquired from Sections 3.5.2 and 3.5.3, the feature extraction and selection should be construction when 

completing data preprocessing. The BoW model is the fundamental model for the feature extraction in the project, 

which will be implemented by the function CountVectorizer in the sklearn, which also integrates the process of in 

text processing including tokenization, stop word removal and lowering the letters (Scikit Learn, 2022e). Figure 

49 expounds the process and result of constructing CountVectorizer. The most important features in each review 

are extracted, meanwhile, the reviews are converted into a vector matrix, which can be recognized by the machine 

and used in the sentiment analysis model. 

 

 

Figure 49. The process of constructing the BoW model 

 

Since a vector matrix is generated for each review, the program runs slower at this stage. Furthermore, the BoW 

model can autonomously create dictionaries as the filter in each review, and all aspects of text have been extracted 

in text processing, so all required features have been stored. The researchers did not further use feature selection 

to process the data again, which may cause the data to become obscured and the analysis results to be inaccurate. 

4.3 Model Construction 
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Evolved from Section 3.5.4, the project focus on two models: the support vector machine (SVM) and VADER, 

which will be constructed in this section. As a two-category machine learning model, SVM does not meet the 

multivariate scoring mechanism required in the project, instead, it can only be used as an auxiliary model to 

roughly explore the relationship between the four aspects and the success of the movie. The latter, VADER, is 

indispensable analytical tool in the project, which answer research questions bluntly. Furthermore, SVM can be 

used as a benchmark whose runtime, correctness evaluation, and efficiency will be compared with VADER, 

supporting the conclusions drawn by the project and enhancing the improvement of the model construction. 

4.3.1 SVM 

4.4.1.1 Dataset Splitting 

Since SVM belongs to supervised learning of the machine learning, the model needs to find the best parameters 

through training, and then put the trained model structure into the actual prediction (Wang & Zhao, 2020). 

Therefore, the process of constructing SVM starts from dataset splitting.  

 

 

Figure 50. Dataset splitting 

 

As shown in Figure 50, the training set and test set are split in a ratio of 8:2, which means 800 reviews will be put 

into the training process, and random_state ensures the consistency of each data split. Moreover, to make training 

on the data more efficient, the StratifiedKFold function is called. 

 

 

Figure 51. The setting of the StratifiedKFold 

 

There are three parameters in this function, including n_splits, shuffle, and random_stateint. n_splits splits the 

training set into n folds, shuffle determines the disorder or order of the data, while random_stateint control the 

randomness of each fold (Scikit Learn, 2022a). The setting of those three parameters is shown in Figure 51. 

4.3.1.2 Model Construction for SVM 

Combined with the output of data preprocessing, feature extraction, feature selection and dataset splitting, the text 

has been transformed into structured data, which can be applied to the SVM model. Figure 52 clarifies the process 

of model construction, where the make_pipeline function is utilized to concatenate text processing, data 

vectorization, dataset segmentation and the SVM model. 
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Figure 52. Model construction for SVM 

 

In this model, only one parameter svc_C is changed, that is, through the training of the model, the machine needs 

to find the most suitable svc_C for the dataset, which is 0.1. Combined with Table 2, recall is selected to measure 

the performance when constructing the model, and the testing score is 0.9375, which means the predicting ability 

of the model is powerful and it can be applied to further prediction directly. On the other hand, the running time 

of the SVM model has also been computed, which is about 2.57s. To further evaluate the performance of the model, 

Figure 53 displays F1-score, accuracy, precision, and recall. 

 

 

Figure 53. The scores of the SVM model for F1-score, accuracy, precision, and recall 
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Therefore, due to the excellent performance of the SVM model, it is applied to predict sentiment polarity in four 

aspects. The researcher filters out the data with text in four aspects and predicts the positive and negative 

sentiments in turn. The results are shown in Table 10. 

 

Table 10. Predicting result of the SVM model 

 plot actor director music label 

0 1 1 1 1 1 

1 1 0 1 1 1 

2 0 0 1 0 0 

3 1 1 1 1 0 

4 1 1 1 1 1 

5 1 1 1 1 1 

6 1 1 1 1 1 

7 1 1 1 1 1 

8 0 1 1 1 1 

9 1 1 1 1 1 

10 0 1 1 1 1 

11 0 1 0 1 1 

12 0 1 1 1 0 

13 1 1 1 1 0 

 

It should be emphasized that SVM is a binary classification model, so in the project 0 is used to replace negativity 

and 1 refers to positive sentiment in the analysis results. 

4.3.2 VADER 

The second model built in the project is VADER, which is altogether encapsulated in Python. Subject to Section 

3.5.4, the preliminary work that needs to build the VADER model has been completed in Section 4.3, hence the 

package NLTK can be straight to utilize to construct VADER. Figure 54 describe the primarily output of VADER, 

which includes four elements: negative, neutral, positive, and compound. In these four elements, the compound 

represents the composite score of the sentence, therefore, it is chosen to clarify the polarity and final score of each 

text data (Hutto & Gilbert, 2014). 

 

 

Figure 54. The output of VADER model 

 

Figure 55 declares the specific score evaluation for each text through the VADER model. Since compound is a 

float which is between -1 and 1, the original labels of the data need to be transformed to compare with the results 

of the VADER model. Therefore, the classification criteria in 4.2 are refined, in this section, a label which is greater 

than 5 is set as positive, equal to 5 as neutral, otherwise negative. For the evaluation result, compound which is 

greater than 0 is positive, equal to 0 as neutral, and less than 0 is negative.  
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Figure 55. The evaluation of VADER for each review 

 

In this case, the VADER, which has three classes, is a multi-classification model in the project, the accuracy, 

precision, and recall cannot be computed at this time. However, since the values of labels and compound have 

been normalized so that it can roughly estimate the accuracy of the model. The formula of accuracy is  

                  (6) 

Where 

Total is the number of the sample 

The result of accuracy is 0.762, which means the model has reached the eligibility criteria in the evaluation, and it 

can be applied for finding the relationship between the texts of four aspects and each review. First of all, the data 

whose polarity is wrongly judged is deleted, which would seriously affect the assessment of correlations. Then, 

following the same steps as evaluating film reviews, all texts in the four areas are evaluated, and compound is 

selected as the final score, and the basic data frame is shown in Figure 56. 

 

Figure 56. The VADER output 
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After removing all false results, a total of 762 data remained, which matched the accuracy. However, due to the 

lack of text data in four aspects, the final evaluation results may be affected. Based on the Formulas (1) and (2), 

the final relationship is shown in Figure 57. 

 

Figure 57. The relationship between reviews and four aspects 

 

The direct relationship of each variable is stated in this two-dimensional matrix, where ‘total’ represents each 

complete film review. In VADER’s evaluation results, the plot has the greatest impact on the success of action 

films, followed by the actors, the music, and finally the director. 

5. Model Evaluation & Result Analysis 

5.1 Model Evaluation 

The evaluation for the SVM and the VADER is constructed in this section. Formulated on Section 3.6, basically 

there are two parts should be computed for model evaluation: result correctness verification and performance 

measurement. In result correctness verification, due to the different types of the two models, the project utilizes 

distinctive method to verify the correctness. Since the SVM model is a binary classification supervised machine 

learning method, a 2x2 confusion matrix is built, and accuracy, recall, F1-score, and precision are computed to 

demonstrate the correctness of the SVM model. For the VADER model, Section 4.4.2 has stated the formula of 

verification. However, whether the dataset is balanced needs to be counted before using accuracy. All above will 

be done in Section 5.2.1, and when result correctness verification completed, the two models are allowed to predict 

the contents of four aspects. In Section 5.2.2, the performance of the two models is evaluated, which follows the 

benchmarks in Section 3.6.2. In the project, the quality of the solution, running time, robustness, flexibility, and 

simplicity should be considered for measuring the performance of the two models. 

5.1.1 Result Correctness Verification 

5.1.1.1 SVM 

Since the SVM model is binary classification supervised model, the sentiment classifier of the SVM only includes 

positive and negative. Therefore, a 2x2 confusion matrix, which can be computed for binary classification model, 

can be constructed for displaying the final output of the SVM model, as shown in Figure 58. 

 

Figure 58. The confusion matrix for testing set of the SVM model 
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The confusion matrix consists of a rectangular coordinate system, where the abscissa represents the predicted label, 

and the ordinate refers to the true label. Generally, Figure 58 can be divided into 4 parts, and according to Section 

3.6.1, from left to right, the four parts respond to TN, FP, FN, and TP respectively. Meanwhile, the shades of color 

represent the number of datasets in each part, where the lighter the color, the greater the amount of data predicted. 

Therefore, it can be found that the testing dataset is considered an imbalanced dataset, where the true positive 

labels are much more than true negative labels so derived from Section 3.6.1, the SVM model cannot be evaluated 

by accuracy. Meanwhile, the model can predict positive reviews sufficiently, since a large number of true positive 

labels are successfully predicted. Nevertheless, for the ability to predict the negative reviews, other evaluating 

standards such as recall and F1-score should be computed. Figure 53 has already states the scores of the SVM 

model for F1-score, accuracy, precision, and recall, and based on Section 3.6.1, for measuring the imbalanced 

dataset result, F1-score, which is calculated from precision and recall and reflects the sensitivity of binary 

classification, is the best standard. As shown in Figure 53, the F1-score of the SVM model is about 0.86, which 

proves that the model built in the project far exceeds the qualified standard and has a strong ability to judge text 

sentiment. 

5.1.1.2 VADER 

Different from the SVM model, the VADER is not a supervised machine learning model for binary classification, 

so the traditional 2x2 confusion matrix cannot be visualized to represent its classification results. On the other 

hand, for measuring the performance of VADER, a method for constructing accuracy has been proposed in Section 

4.4.2, and the score of the accuracy is 0.762. Before using this evaluation criterion, the number of labels of different 

types in the dataset needs to be counted, and the accuracy cannot be accepted if the dataset is imbalanced. Hence, 

Counter from Collections library is called for counting the dataset, and the result is shown in Figure 59. 

 

 

Figure 59. The number of each label in the dataset 

 

Since VADER is not a supervised machine learning model, the dataset is not split into training set and testing set, 

therefore, the total number of tested data is 1000. Figure 59 depicts that the data with different labels is basically 

uniform, so that the accuracy can be accepted to be used to measure model performance. Combined to the 

benchmark which is proposed in Section 3.6.1, the final score of the VADER model is higher than 60%, the further 

work, including appraising the four aspect classifiers, can be computed and the result correctness of the VADER 

model is verified. 

5.1.2 Performance Measurement 

Since the SVM model cannot answer the research question directly, in the project it is regarded a cross-comparison 

variable for the VADER model. Subject to Section 3.6.2, the quality of the solution, running time, robustness, 

flexibility, and simplicity should be considered for measuring and comparing the performance of the two models. 

Table 11 expound the main features and result of the two models. 

 

Table 11. Performance measurement of the two models 

Performance Measurement 

 Quality of solution 
Running time 

(s) 
Robustness Flexibility Simplicity 

SVM 
F1-score 

10.127 Strong Strong Medium 
0.857 

VADER 
Accuracy 

5.2 Strong Weak Strong 
0.762 
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Note that both models were run on the same computer, which means that all hardware effects have been excluded 

during the evaluation. In these five criteria, the strengths of each model have been marked in red, while the 

disadvantages are marked in white. The quality of solution has been evaluated in Section 5.2.1, the conclusion is 

that since the SVM and the VADER do not belong to the same type of model and the outputs of the two models 

are different, the strengths of each model can be reflected. The SVM is more limited and is only suitable for binary 

classification models (positive and negative), so it cannot meet most objectives in sentiment analysis. The VADER 

evaluates the sentiment of a movie review by specific numerical values, and the program can convert the numerical 

values into any corresponding output, such as sentiment labels and classifier. For the running time, the SVM took 

nearly twice as long as the VADER model, which can be conducted that the SVM model is more efficient. The 

possible reason is that in Python, the VADER is completely encapsulated in the library, and a simple statement can 

call the entire VADER model, while the SVM model requires programmers to build the process from data 

preprocessing. Moreover, when constructing a model, SVM needs to debug the most appropriate parameters and 

hyperparameters through the training stage, but the dictionary-based VADER model automatically completes 

sentiment analysis. Robustness refers to the ability of the model to perform consistently when involving different 

input datasets. For the SVM, the project has verified the robustness of the model at training time through 

tratifiedKFold, and the result depicts the F1-score of the SVM model deals with the steady state no matter how 

the split between training and test sets changes. Meanwhile, there is no need to split dataset for the VADER model, 

further confirmation is required for the robustness verification of the VADER model. Therefore, the collected 

dataset is used again. The researchers randomly select 5,000 reviews from 70,000 action movie reviews, divide 

them into five groups, put each group into the VADER model to predict the sentiment classifiers, and calculate the 

accuracy of each model according to formula (6), and the result is shown in Table 12, where the maximum and 

minimum values of accuracy have been marked in the table. 

 

Table 12. The 5 experiments for testing robustness for the VADER model 

Accuracy for the VADER model 

 Test 1 Test 2 Test 3 Test 4 Test 5 Average 

Accuracy 0.792 0.804 0.693 0.755 0.768 0.762 

 

From the table, it can be conducted that the average accuracy of the five experiments is consistent with that reported 

by the researchers. Although the results of the model fluctuate slightly, it is still in a stable state, which proves that 

the VADER model also has strong robustness. Flexibility is assessed by two aspects: (1) the ability to combine 

with other functions, and (2) the ability to change and modification for different output requirements. In the SVM 

model make_pipeline is used, which allows data preprocessing, dataset segmentation and model construction to 

be integrated. Moreover, the machine learning model can tune the parameters through GridSearchCV, so the two 

aspects are satisfied by the SVM model, which means the model has strengths on the perspective of flexibility, but 

the simplicity is a bit complex.  

5.2 Result Analysis 

In Section 5.1, the result correctness verification has demonstrated the superiority and reliability of the model 

constructed in the project, therefor, in this section can conduct analysis and reflection based on the output of the 

two models. Figure 60 depicts the result of the SVM model, which depicts the relationship between four aspects 

and the label. First of all, rows 3 and 11 are special since when all four are positive, the label is rated as negative, 

which means that there are other factors that influence the sentiment polarity of movie reviews, and another reason 

is that these two data is wrong predicted by the SVM model. Therefore, the two data can be removed from the 

analysis. Meanwhile, row 12 shows the importance of the label, and row 11 states the irrelevance of the label 

compared with the row 12 and no obvious conclusions can be drawn from the remaining data. In general, the 

researchers found from the SVM model that in addition to these four aspects, there are still other factors that affect 

the polarity of labels. Diversely, due to the small sample size and the binary classification of labels, it is difficult 

to analyzing the results of the SVM model so that the conclusion cannot be conducted based on this model which 

is related to the research question. 
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Figure 60. Predicting result of between the label and four aspects in the SVM model 

 

However, the result of the VADER model provides a strong indication of the research question. Figure 61 is 

obtained by visualizing Figure 57, showing the relationship between the four aspects and the success of the action 

movies in the form of a heatmap. Compared with the output of the SVM model, the precise numerical value 

intuitively reflects the connection between the variables. From a subjective point of view, the experimental results 

depict that the audience for the success of an action film is primarily concerned with the development of the plot, 

followed by the actors and music, and finally the director, which is also consistent with the conclusions observed 

in the SVM model. 

 

Figure 61. The relationship between reviews and four aspects in the VADER model 

 

Nevertheless, compared with the study of Wang et al. (2020a), the conclusions of this project are somewhat 

conflicting, which may be caused by following reasons: (1) The gernes of movies are not filtered by the study of 

Wang et al. (2020a). Since the variety of movies, the target audiences attracted by different movies are far disparate, 
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and the focus of these audiences also changes accordingly. (2) In this project, to extract more effective sentences 

about the four aspects, the feature extraction is advanced in the data processing, which has some deviations from 

the project prototype, hence the input of the model also has been influenced. (3) The conclusion is also influenced 

by the collected dataset and the analysis method. 

Overall, the answer to the research question can be explained as audiences are more likely to be drawn to the 

storyline in action films. Therefore, in order to improve the quality of an action movie, it is even more necessary 

for the producer to capture the audience’s interest through the plot design. Of course, excellent actors and moving 

music can attach more highlights to the elaboration and performance of the action movie. 

5.3 Limitation 

In Section 5.3, researchers have analyzed the results of the project, and it can be conducted that although the 

models used in the project perform relatively well, there are still some flaws that can be promoted. This section 

mainly describes the limitations in the process of programming and the stages that can be enhanced, which will be 

built based on the Section 3.8, explaining the evaluation following the steps of the construction of sentiment 

analysis. 

5.3.1 Data Processing 

There are three phrases in the data processing: data preprocessing, feature extraction and feature selection. In data 

preprocessing, removing punctuations and stop words, computing tokenization, normalization and lemmatization 

are done. However, the text is divided into word-based units, so the order of the sentences and the meaning of the 

context are separated, which leads to the construction of the entire project bases on a dictionary-based analysis 

method, and the analysis results lack the understanding of coherent sentences. In feature extraction and selection, 

although the data set is suitable for the research objectives of this project, there is abundant incomplete data in the 

dataset after extracting the texts of the four aspects, which is accomplished by using the dictionary introduced in 

Table 8. Additionally, the extracted text may duplicate appearing several times, making the efficiency of the data 

processing stage is reduced. The reasons for the obstruction are: (1) The dictionary used in data extraction does 

not effectively segment the text in four aspects. For example, for a person’s name, the system cannot identify 

whether it belongs to the director’s name or the actor’s name; (2) A paragraph contains many aspects of content. 

Meanwhile, Section 5.3 has proved that there may be other factors in the text that affect the labels, and these factors 

affect the final analysis results. 

5.3.2 Model Construction 

The fully encapsulated VADER makes it difficult to implement parameter tuning during model building, so that 

the modification of the output only depends on the input (dataset). Additionally, based on the study of Wang et al. 

(2020a), it is challenging for VADER to accurately assess complex sentiment like sarcasm and criticism, which 

could cause inaccuracies in the findings of experiments. For SVM, derived from Section 2.2.3, it is an efficient 

and stable low-dimensional classification model. However, in order to solve the research problem, the method 

selected for data processing in the project is more suitable for the VADER model. Therefore, the analysis of 

coherent sentences by the SVM model is affected. Also, the binary label of the SVM model makes the control 

experiments of the whole project incomplete, and the evaluation of the results is not perfect. 

6. Conclusion 

The project started by proposing the research question “What factor determines the success of an action movie?” 

and Chapter 2 made the literature review of the British film industry, including the development of the film industry 

in the United Kingdom, the evaluation of the British film industry, and the impact of social media and film reviews 

on the film industry, which conducted that social media has become a communication platform between film 

companies and audiences, and film reviews played the role as communication medium through direct feedback. 

Therefore, how to evaluate the reviews on the social medias became the curial problem, and the sentiment analysis 

was found, which is one the most advanced technologies in the Language Natural Processing (NLP) and is the best 

suitable for addressing the research question. For introducing and understanding the sentiment analysis, the project 

began with its development, functionality, and extends to the commercial application of sentiment analysis. To 

implement sentiment analysis, the project also expounded its establishment process in detail, including data 

collection, data preprocessing, feature capture, feature selection, model establishment and performance evaluation. 

Based on the study of Chapter 2, Chapter 3 described methodology where specified the research question as 

“Among the four factors of director, plot, actors and music, which factor determines the success of an action 

movie”. To implement the project efficiently, there are two method of data collection are decided to construct 

alternatively, which are collecting data from public dataset Kaggle or through the web scraping. Furthermore, two 

models were utilized to construct the VADER model and the SVM model, where the former answered the research 

question essentially, and the latter would be the standard against which the main model of the project is compared. 

To enable the model to analyze the data effectively, data preprocessing including text preprocessing, feature 
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extraction, and feature selection will be carried out before modeling. The output of the VADER model includes 

the sentiment classification of each review as well as the correlation between the four factors (plot, music, director, 

and actors) and the overall rating of each film. The SVM model, meanwhile, serves two purposes. One is to assess 

the effectiveness of the two models by comparing them to the VADER, and the other is to confirm the reliability 

of the VADER study results. When the answer to the research question was constructed, the defined methods of 

correctness verification and performance measurement were constructed, in which the credibility of the model and 

the availability of the results were stated. 

Chapter 4 took the designed methodology into the case study, where introduced how to realize the project 

objectives. In general, a high-quality dataset that matched the project specifications was firstly obtained from 

Kaggle and used for the project. To assure the accuracy and authenticity of the data, some extraneous elements in 

the dataset were deleted during the implementation phase. The feature extraction process, which turns the 

unstructured input into vectors and incorporates the BoW model, kept the most crucial features after feature 

selection. All of the aforementioned actions served as basic setups for model development, in which Python creates 

the SVM model and the VADER model. The SVM is a standard binary classification model, hence it does not 

directly address the research question. Instead, a sentiment classifier (positive or negative) was developed derived 

from the ratings of the dataset to mark each review, and the dataset was divided into training set and testing set for 

model creation. The researchers first investigated the potential link between four factors and movie success using 

the SVM model. Moreover, the output of the VADER model provided a direct response to the research topic. 

Chapter 5 made use of the conclusions of Chapter 4 to verify the correctness of the two models, and visualize the 

model output for analysis. The contents of the analysis include: (1) Answering the research question: In action 

films, the plot is the aspect that the audience pays the most attention to, but it is the actors and music, and finally 

the director. (2) Compared with the experimental results of Wang et al. (2020a), the conclusions obtained by the 

project are different, which may be caused by the fact that the gerne of movies are limited in the project, and the 

method of data processing has changed. (3) Because the two models of the project performed well in the evaluation, 

they can be used successfully to assist the production companies to improve the quality of their action films. (4) 

Since the analysis of film reviews can be compared to reviews in other industries, the models in the project can be 

flexibly improved and applied to other fields. However, there is also limitation proposed, which provide ideas for 

the future direction of the project. 
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