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Abstract 

Text transcription is crucial in Chinese information processing. Text transcription has always existed since ancient 

times, but no matter whether it is manual transcription in ancient times or modern transcription using 

communication and storage devices, random errors cannot be avoided when a message has been forwarded and 

transcribed many times. In this paper, we study how to measure the size of differences between different versions 

of texts, how to estimate the number of transmissions experienced between two texts, and how to design an 

effective and fast algorithm for the calculation of the first two types of problems in the study of text transcription, 

with respect to the characteristics of text transcription. This paper proposes the concept of text similarity, constructs 

the TF-IDF similarity evaluation model of text, the text transmission evaluation model based on Gaussian process 

(i.e., GFCT Model), and the model based on the immune frog jumping algorithm to analyze the comparative 

processing of text, so as to achieve accurate and effective information processing, with a view to providing a new 

method for text data processing, and improving the accuracy and effectiveness of text data processing. 

Keywords: similarity, vector space, GFCT Model, immune frog jump, adaptive PSO 

1. Summary 

In the process of copying ancient texts, there are often various errors, so that a book may have been passed down 

in many versions. In bibliography, errors are often summarized as “black”, “off”, “derivative”, “inverted”, etc., 

and multiple errors may occur at the same time. There may be multiple errors at the same time. Errors can 

accumulate in the course of transmission. 

Not only did ancient transcribers make mistakes, but even modern communication or storage devices are not 

immune to random errors after a message has been forwarded or transcribed multiple times. Here, we transform 

this problem into a more idealized form: assume that the original text is of sufficient length and that, in the process 

of transmitting it, the transcriber does not cross-check it with other versions. In this way, a large number of different 

versions may result from the superposition of different errors over a sufficiently long circulation or forwarding 

process. Comparative text analysis has always been a difficult and complex problem, involving the similarity 

between texts, different versions of texts, and the number of times a text has been copied. Based on the above 

background, the research problems of this paper are how to design a reasonable scheme to measure the size of the 

difference between two different versions of texts; how to establish a mathematical model to estimate the number 

of copying and transmitting times experienced between two texts if one version is copied from the other after many 

times of transmitting and transmitting; and how to design an effective and fast algorithm to compute them 

respectively by combining the first two problems. 
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2. Literature Review 

Now many scholars at home and abroad are studying the calculation method of text comparison analysis. Overseas, 

Doldsdein et al. carried out similarity calculation by the method of Maximal Marginal Relevance. Chris H. Q. 

Ding (1999) adopted the method of Latent Semantic Indexing for similarity analysis. In China, Xue Huifang (2011) 

and Li Jiayuan (2014) studied Chinese sentence similarity calculation, the former from the Chinese language, the 

latter from the Chinese sentence, for different starting points, and put forward improved algorithms; Liu Qingquan 

(2020) studied the application of improved TFIDF-based algorithm in text analysis. Sujian Li (2002) proposes a 

quantitative computation model of utterance relevance based on Knowledge Network and synonym word forest; 

Yu Chen and Li-Wei Xu (2015) propose a Gaussian mixture model-based text classification algorithm for forestry 

information; Bing Qin et al. (2003) use the TFIDF method and a semantic-based approach to compute similarity 

between interrogative sentences for frequently asked question sets; Huan Cui et al. (2004) synthesize the order of 

keywords, distance between keywords, and the similarity between interrogative sentences and answers in the web-

based question-and-answer system. 

By reading the above articles, we compare the focuses of different studies, as Table 1 shown in the following table. 

 

Table 1. Comparison with other research priorities 

 Similarity TFIDF GFCT Model algorithm optimization 

Doldsdein et al. √    

Chris H. Q. Ding. et al. √    

Xue Huifang, Li Jiayuan  √   √ 

Liu Qingquan (2020)   √   

Sujian Li √   √ 

Chen Yu, Xu Liwei, etc.  √ √  

Bing Qin √ √   

This study √ √ √ √ 

 

3. Model Assumption 

3.1 Model Assumption 

(1) Assume that the two texts being compared are being compared in the same setting, excluding the influence of 

the remaining factors; 

(2) Assuming that all the contents of the two documents can be turned into characters, and can be encoded; 

(3) Assuming that all the text is known and that the code spacing of its characters can be calculated. 

3.2 Symbolic Analysis 

 

Table 2. Explanation of the meaning of the symbols 

Notation Significance 

 Scaling factors controlling the degree of variability, with adaptation after 

imputation — culturalization 

Degree values are inversely proportional 

Sim (T,T’) Model for measuring differences between two different versions of the text 

M Subpopulation size, i.e., number of SFLA communities 

Β Parameters controlling the inverse proportional decay function 

Nc Total clone size of subpopulations 

 The mean of the approximate solution 

 The variance of the approximate solution 
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D retrieved document 

D Number of citations 

q(y=1|D,,x) 
probability of error 

Int() rounding function 

vi passages 

Q user search 

M Total number of texts 

∣∣ Euclidean distance 

GerNum total number of evolutionary generations 

Iter Current number of iterations 

Cmax Maximum value of the learning factor 

wi Number of sentences formed by the ith text 

 1( , ), , ( , )
T

mk k x x k x x  =  
A priori covariance vector between x and the training input X 

Q(a) While iterating each word as much as possible, minimize the total of all the 

Text Calculation Time 

 

4. Model Building 

4.1 A Study of the Differences Between the Different Versions of the Text 

In order to study the differences between different versions of texts, it is necessary to measure the size of the 

differences between two different versions of the text, firstly, we proposed the concept of text similarity, applying 

the similarity to compare the size of the differences between the texts. Secondly, we construct a vector space based 

TF-IDF similarity evaluation model to quantify the similarity. The final output measures the size of the difference 

between two different versions of the algorithm model. 

4.1.1 Similarity 

As we can all know, similarity is a rather complex concept that is widely discussed in semantics, philosophy and 

information theory. There is no standard and universal definition of similarity because it involves language 

composition, utterance meaning and some other factors. As words constitute the basic unit of the Chinese language 

system, calculating their similarity is often also the basis for calculating sentence similarity, while sentence 

similarity calculation becomes the basis for text similarity calculation. Word similarity is more subjective, and the 

relationship between words is so complex that it cannot be measured by clear objective standards, which makes it 

difficult to measure the difference with pure data. In the text, its content is composed of many sentence elements, 

then we analyze the sentences and define the sentence similarity as: 

Sentence similarity refers to the degree of semantic match between two sentences to be compared, the value is a 

real number between [0, 1], the larger the value indicates that the two sentences are more similar. When the value 

is 1, it indicates that the two sentences are semantically identical; the smaller the value is, the lower the similarity 

of the two sentences are, and when the value is 0, it indicates that the two sentences are semantically different. 

Then text similarity refers to the degree of word and semantic match between two sentences in this paper, which 

is a real number between 0 and 1. Theoretically, the larger the value is, the more similar the contents of the two 

papers are. In the process of text similarity measurement, word similarity is the most basic measure. Word 

similarity can be discussed by converting it to word distance, which reflects the same relational features through 

a simple correspondence at the same time. We assume that the two words are W1 and W2 respectively, then their 

similarity is written as Sim(W1,W2), assuming that their word distance is Dis(W1,W2), then we can derive the 

similarity model of the two texts as shown in Equation 4-1 below. (Zhou Fang, 2005). 
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1 2

1 2

( , )
( , )

Sim W W
Dis W W




=

+
                          (4-1) 

In Eq.  we take it as an adjustable parameter. We mean  as the distance value between words when the word 

similarity is 0.5. 

4.1.2 TF-IDF Similarity Evaluation Model Based on Vector Space 

Vector space model is an information retrieval model that has been widely used in similarity computation in recent 

years with outstanding results. Then we define that a text is composed of mutually independent word groups 

(T1,T2,... ,Tn), and assign a weight i to each lexical item T, where i denotes the importance of the lexical item 

in the text wood, and at the same time (T1,T2,... ,Tn) are taken as axes in an n-dimensional coordinate system, 

(T1,1,T2,2,...,Ti,i)  are the corresponding coordinate values. In this way (T1,T2,... ,Tn) decomposed by the 

orthogonal word vector group and the corresponding weights form a vector space that can reflect the textual 

information, where each point is the embodiment of the corresponding text mapped into the space. We use the 

vectors (T1,1,T2,2,...,Ti,i)  to represent all the text and user query information, where the user query is Q, the 

retrieved document D. Then at this point we will be able to use the angle between the vectors to measure the degree 

of similarity of information matching, the larger the angle the lower the similarity. That is to say, the related 

problem of text matching is transformed into the vector matching problem in vector space. The TF-IDF similarity 

evaluation model based on vector space integrates the frequency of occurrence of a word in all texts (TF value) 

and the discriminative ability of this word to different texts (IDF value) (Chunhui You, 2008). 

Assuming that (1,2,...,i) are all words occurring in the text, then the n-dimensional vector is denoted 

(T1,T2,... ,Tn)for each sentence in the text. Let n be the number of times a particular word W appears in the target 

text, m be the number of all other texts that appear or contain . M be the total number of texts, Ti(lin), then 

T=nlog(M/m). In this formula, the more times the word occurs, the larger the n value will be, but this does not 

mean that the word must have a high T value. For example, the word “的” appears very frequently in all Chinese 

language usage, so this word will have a large TF value (n value), but because it is not very useful for understanding 

and 1 2( , ,..., )nT T T
  

 distinguishing between different texts, instead, it has a small IDF value (log(M/m ) )  very 

small. Using this method to calculate the similarity, the frequency of word usage and word discrimination are taken 

into account. By the same token, the above method can be utilized for the calculation of n-dimensional to in our 

target text. After obtaining T and T’ respectively, we calculate the cosine of the angle between the two vectors, and 

then obtain the similarity between the two texts. (Zhou Fang, 2005) The similarity between the two texts can be 

obtained. 

Assuming that the two texts are (T1,T2,... ,Tn) and 1 2( , ,..., )nT T T
  

, 
then it can be concluded that they are similar 

as shown in the following equation. 
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                   (4-2) 

The four formulas in Eq. (Wang Li-Bureau, 2008). 

In summary, we can derive a model for measuring the difference between two different versions of the text 

Sim(T,T’). 

4.2 Study on the Number of Copies Between Texts 

For the problem of the number of transmissions between texts, since each transmission super may not have the 

same error probability, in order to better estimate the number of transmissions that exist between two texts, we 

firstly take the acquaintance model constructed in Problem 1 as an object of study, and construct the text 

transmission evaluation model based on Gaussian process (i.e., GFCT Model). Secondly, assuming the error 

probability first condition, the similarity between two texts is calculated iteratively according to GFCT Model. 

Finally, the model outputs the number of transmissions between two texts by probabilistic transformation. The 

solution of the problem is shown in Figure 1 shows. 

 

 

Figure 1. Problem Solution Idea 

 

4.2.1 GFCT Model Algorithm 

Gaussian process is a deep machine learning method proposed based on Bayesian theory, in which the distribution 

of any integer n ≥ l finite random variables are Gaussian distributions of corresponding dimensions. By learning 

the existing sample set, summarizing the intrinsic complex correlation law, and building a Gaussian process model, 

the Gaussian process can predict the output state if there is a new sample input (He Jianjun, Zhang Junxing, Jia 

Siqi, et al., 2014). 

Assuming that the vector x is the input value of the learning sample influencing factors and the corresponding  

binary classification flag bit y, {0,1}y  , the set of learning samples is denoted as 

 ( , ) 1, , ,i iD x y i m= = ∣   where m  is the total number of learning samples. When x is determined, 
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( )x ∣   obeys the Bernoulli distribution; when y = 1, its associated probability can be derived as 

( 1 ) ( ( ))|y x f x = =   , where ()   denotes the cumulative probability density function of the standard 

Gaussian distribution, and the function 
1

Ψ( )
(1 )z

z
e−

=
+

 is chosen, where f (x) is the latent function (Qin Bing,  

Liu Ting, Wang Yang, Zheng Shifu & Li Sheng, 2003; Cui Huan, Cai Dongfeng & Miao Xuelai, 2004). In order 

to simplify the symbols, we simplify the function symbols as shown in the following table (Zhou Fang, 2005): 

Potential Functions (Qin Bing, Liu Ting, Wang Yang, Zheng Shifu & Li Sheng, 2003; Cui Huan, Cai Dongfeng & 

Miao Xuelai, 2004) To keep the notation simple, we simplify the function notation as in Table 3 shown in (Chunhui 

You, 2008): 

 

Table 3. Simplified table of symbols 

Original representation Improved presentation 

f(xi) fi 

1[ , , ]T

mf f  f 

1[ , , ]T

my y  y 

1[ , , ]T

mx x  X 

 

After determining the latent function, the likelihood function of the learning sample is set as: 

1 1
( ) ( ) Ψ( )

m m

i i
y f yi fi yi fi 

= =
= = ∣ ∣ ∣                       (4-3)

 

Then the prior distribution of its potential function is: 

( , ) (0, )f X N K  =∣                               (4-4)  

where  ,f l =  is the hyperparameter, which in turn is the covariance matrix with K of order m*m determined 

by optimization using the great likelihood of the latent function f , and ( , , )
ij i jK k x x =  , where k() is the 

covariance function that is positively fixed with   (ZHANG Binghui, ZHANG Yan, WANG Wei, et al., 2020). 

For the covariance to be useful in facilitating the prediction of the GPC, it must be satisfied that, in the matrix, for 

any set of points, it is possible to randomly generate a non-negative positive definite writing covariance matrix. 

Suppose our squared exponential covariance function is: 

2 2

2

1
( , ) ( )

2
p q f p qk x x x x

l


 
= − − 

 
                          (4-5) 

The sample collection will be collected, and when the sample collection has a certain size, the posterior distribution 

of the latent function f can be obtained from Bayes’ principle as: 

1

( ) ( , ) (0, )
( , ) ( , )

( ) ( )

| ||
| |

m

i i

i

y f f X N K
f D y f

D D

  
 

    =

= =                 (4-6) 

From (4-3) to (4-6), it can be obtained that GPC has extracted the properties of the sample and the sample learning 

is finished. When the new prediction sample carries out the input, the x   conditional probability of the 

corresponding potential function f  of the prediction sample is expressed as (He Jianjun, Zhang Junxing, Jia 

Siqi, et al., 2014):
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( , , ) ( , , , ) ( , )f D x f f X x f D df       = ∣ ∣ ∣                   (4-7) 

Its corresponding predicted probability for y  is: 

( , , ) ( ) ( , , )y D x y f f D x df         = ∣ ∣ ∣                     (4-8) 

Observing the experience of GPC and the principle of probability maximization test, we set

( , , ) ( , ) 0.5y D x Sim T T


   =∣   as the overall classification threshold, which belongs to “0” when the 

probability of error is greater than 0.5, and “1” when the probability of error is less than or equal to 0.5. 

From the above can be the prediction probability of the equation (4-7) (4-8), the equation is more abstract, so we 

need to simplify its solution. Assuming that   and Ω  are the mean and variance of the approximate solution, 

respectively, the posterior distribution of the potential function f of the learning sample is transformed into a 

myopic Gaussian distribution as (He Jianjun, Zhang Junxing, Jia Siqi, et al., 2014; ZHANG Binghui, ZHANG 

Yan, WANG Wei, et al., 2020): 

( , ) ( , ) ( ,Ω)f D q f D N    =∣ ∣                          (4-9) 

From this, we can derive the posterior distribution of the potential function f   for the predicted sample is 

represented as follows: 

2( , , ) ( , )Sim( , )q f D x N T T


     =∣                      (4-10) 

The mean and variance in equation (4-10) are shown below, respectively: 

1

2 1 1 1( , x ) (K )

T

T

k K

k x k K AK k

 

   





−

− − −

 =


= − −

m                    (4-11) 

where
1[ ( , ), , ( , )]T

mk k x x k x x  =  denotes the prior covariance vector between x  and the training input  

X. The predicted probability that belongs to the flag “1” is as follows (Chen Y & Xu Li-wei, 2015; Qin Bing, Liu 

Ting, Wang Yang, Zheng Shifu & Li Sheng, 2003). The predicted probability of x  belonging to flag “1” is 

assumed as follows (He Jianjun, Zhang Junxing, Jia Siqi, et al., 2014; ZHANG Binghui, ZHANG Yan, WANG 

Wei, et al., 2020): 

2

2

( , ) Ψ
(1 )

( 1 , , )

(1 )

Sim T T

q D x





 








 





  
   

  +  =

+



=∣                  (4-12) 

The final result is the ( 1 , , )q y D x =∣  error probability, where D is the number of transmissions. 

4.2.2 The Process of Modeling 

This model is a probabilistic model, so we have to analyze and calculate, we must know the specific content of the 

two versions of the text in advance, and then apply the similarity model proposed in question 1 to analyze and 

calculate the text, output the distance of the text editing at this time, and then carry out the calculation of the GFCT 

Model. 

In order to better calculate the number of transmissions between two texts and to facilitate the model’s operation, 

we plan the calculation process of GFCT Model, which is calculated as follows (Chen C, Seff A, Kornhauser A, 

et al., 2015). 

Step 1: Data Substitution 

Substituting the two texts as textual data defines the primary probability as  . 
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Step 2: Data Training 

All training samples are learned and the optimal hyperparameters of the covariance function are obtained by 

maximizing the log-likelihood function of the learned samples;  

Step 3: Sample data posterior probability 

According to Bayes’ rule, the training samples are subjected to “inductive inference learning”, and the posterior 

approximate Gaussian distribution of the predicted sample latent function f is obtained according to Eq. (4-10). 

Step 4: Assignment of probabilities 

Observing the experience of GPC and the principle of probability maximization test, we set

( , , ) ( , ) 0.5y D x Sim T T


   =∣  as the overall classification threshold, which belongs to “0” when the 

probability of error is greater than 0.5, and “1” when the probability of error is less than or equal to 0.5. 

Step 5: Output the dataset 

Repeating the run five times yields the precise text transmission probability distributions for each of the two species, 

as well as the mean value of the number of transmissions. 

4.2.3 Concluding Analysis 

For the problem of the number of transmissions between texts, since each transmission super may not have the 

same probability of error, in order to better estimate the number of transmissions that exist between two texts, we 

must firstly know the specific content of the two versions of the text in advance, and then apply the similarity 

model proposed in Problem 1 to analyze and compute the text, and output the distance of the text editing at this 

time. Secondly, the similarity model constructed in Problem 1 is used as a research object to construct a text 

transmission evaluation model based on Gaussian process (i.e., GFCT Model). Next the similarity between two 

texts is calculated iteratively according to GFCT Model assuming the error probability first condition. Finally, the 

model outputs the number of transmissions between two texts through probabilistic transformation. The model 

outputs the number of copies passed between two texts through probabilistic transformation (Chunhui You, 2008). 

4.3 Model Optimization 

The model constructed for model optimization needs to provide a fast calculation scheme for the problem of 

differences between different versions of texts and the number of transmissions between texts, respectively. Firstly, 

in order to better calculate the similarity of the two texts, we apply the immune frog jump algorithm model to 

iteratively calculate the similarity of the entire text, the immune frog jump algorithm has a strong iterative 

optimization ability, which can speed up the calculation speed of the vector space-based TF-IDF similarity 

evaluation model. Secondly, due to the number of transmissions between texts the optimization ability of GFCT 

Model is weak, in order to improve efficiency, we apply the adaptive PSO algorithm its optimization to enhance 

the optimization ability and computing rate. Finally, we apply the algorithms to calculate the two models and 

output the optimal running time and evaluation results respectively. 

4.3.1 Immune Frog Jump Optimized VSM Model 

Although the hybrid frog jump algorithm was proposed relatively late, due to its unique grouping and 

reorganization mechanism, it has good parallelism, positive feedback, and self-organization, and many scholars 

have carried out targeted improvement research on this algorithm, such as the chaotic frog jump algorithm, the 

improved hybrid frog jump algorithm based on the threshold selection strategy, and the two-layer interaction 

hybrid differential evolution algorithm, etc. The purpose of these algorithmic improvements is mainly to improve 

the algorithm’s ability of local optimization, overcome the algorithm’s vulnerability to premature maturation, and 

improve the convergence speed of the algorithm. The purpose of these algorithms is to improve the local 

optimization ability of the algorithm, overcome the defects of the algorithm which is easy to fall into premature 

maturity, and improve the convergence speed of the algorithm, etc. The improvement method mainly focuses on 

the parameter adjustment method, and the fusion of multiple intelligent algorithms, etc. Compared with the 

traditional SFLA, these improvement methods to a certain extent can obtain better optimization ability, but they 

can not deal with the deficiencies of easy to fall into local optimal solution and slow convergence speed in later 

stage, which to a certain extent reduce the convergence efficiency of the algorithm. To some extent, the 

convergence efficiency of the algorithm is reduced, and the number of iterations as well as the computation time 

will be increased in order to improve the solution accuracy of the algorithm. The immuno-evolutionary algorithm 

converges to the global optimal solution with probability l, simple parameter setting, less dependent on human 

experience, and has strong local search capability. Combining the respective advantages of hybrid frog jumping 

algorithm and immuno-evolutionary algorithm, this chapter proposes the immuno-frog jumping algorithm, which 

makes full use of the global search ability of SFLA and the local search ability of the immuno-evolutionary 
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algorithm, takes into account the balance between the global search and the local search ability of the evolution 

strategy, and adaptively adjusts the step factor to improve the algorithm’s optimization efficiency in the evolution 

process, and ultimately obtains the near-optimal immuno-evolutionary algorithm of the optimization problem. The 

feasible solution with the largest fitness value in each generation is regarded as the optimal individual (antibody), 

and makes full use of the information of the optimal individual, and uses the optimal individual instead of the 

group to carry out the evolutionary search for the optimal; the cloning selection algorithm is an immune 

evolutionary algorithm that draws on the characteristics of the biological system, and takes the high-frequency 

variation as the main search mode, and there are mainly three kinds of operation operators, namely, cloning, 

variation and selection; moreover, the CSA constructs the memory antibody to maintain the diversity of the group 

to mimic the immune mechanism, so that it can be used to search for the best possible solution for the problem. In 

addition, CSA also constructs memory antibodies to maintain the diversity of the population to mimic the immune 

mechanism, so it has the advantages of good population diversity, not easy to converge prematurely and strong 

local search ability. At the late stage of SFLA evolutionary process, the population usually contains more similar 

individuals with better adaptation values and similar structures (convergence of the worst individual), which causes 

the worst individual to gradually approach these better solutions, which results in the rapid decline of population 

diversity, which is also the key to intelligent algorithms that are prone to fall into local optimization. To address 

this shortcoming, this paper considers the set of optimal solutions of each community after each mixing of SFLA 

as a sub-population, and performs the immune clone selection process to locally find the optimal. The main 

algorithm parameters are as follows (ZHANG Binghui, ZHANG Yan, WANG Wei, et al., 2020): 

(1) Cloning scale 

Considering all the words of the two texts as populations, then the size of the sub-population individual clones is  

proportional to the fitness value, which constitutes the clone temporary population ( )gC , which is calculated  

according to Equation (4-13): 

1

( )
( )

( )

i
i c M

ii

f X
N Int N

f X
=

= 


                           (4-13)

 

Where: iN  is the clone size of individual iX , cN  is the total clone size of sub-population; generation ( )if X  

is the normalized fitness value of iX ; ()Int  is the rounding function; M is the sub-population size, i.e., the  

number of SFLA communities. From Equation (4-13), it can be seen that the clone size of sub-population M is 

proportional to the affinity (fitness value) of individuals, and the larger the fitness value is, the larger the number 

of cloned individuals is, making the algorithm to a large extent to make the good genes of the individuals with 

high fitness values better preserved and replicated; 

(2) Antibody variation 

High-frequency mutations were applied to the clonal temporary population 
gC  to form the clonal mutation set

( )
g

C  , as calculated in Equation (4-14): 
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
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
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−
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=
                              

(4-14) 

Where: j jx x、  are the values before and after the variation of the jth dimensional component of the individual

iX  respectively, N(0,1) is a random variable obeying normal distribution,   is the scale factor controlling the 

degree of variation, which is inversely proportional to the adaptation value after normalization, and β is the 

parameter controlling the inverse proportional decay function. From equation (4-14), it can be seen that the 

variation operator is inversely proportional to the individual fitness value, and the higher the fitness value, the 
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smaller the degree of variation, which to a certain extent makes the optimal individual better preserved, while the 

poorer individual gets greater improvement, which is the core of the immune clonal selection algorithm. This is 

also the core of the immunoclonal selection algorithm (Chen C, Seff A, Kornhauser A, et al., 2015). 

(3) Antibody Selection 

The antibody-to-antigen affinity (fitness value) in the antibody variant set ( )
g

C   is evaluated against the 

similarity of the two texts, and the top M individuals with the highest affinity are selected to form a new population

bC , which is selected according to Equation (4-15) for 1,2, ,i M =  specifically: 

( 1,2,... )iX i F=                                 (4-15)
 

Where: iN  is the clone size of individual iX , ( )g iC X
 is the set of individuals in the set of mutated 

individuals obtained by cloning iX . 

(4) Determine the objective function 

In order to quickly get the optimal value of two text comparison iterations, let n texts, M words, the number of i-

th text composing a sentence is iw , paragraph is iv
, 

M is the total number of texts, the user query is Q, and the 

retrieved document D,
ijd  is the computed value of Sim( , )T T   each time. In summary, the optimization-based 

mathematical model we derive for measuring the minimum time to compute the difference between two different 

versions of a text is (Zhang Jun, 2011): 

1 1

01 0 1
min ( )

M N N k k

ij ij j jok i j
x d x d 

− −

= = =
+                        (4-16)
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

               (4-19) 

4.3.2 Updating of the Worst Individual in the Community 

When the worst individual in the SFLA community is updated, it only utilizes the optimal frog in the community 

and the global optimal solution at one time (intuitively represented as a frog jumping along the line between the 

worst and optimal individuals), which may fall into the local optimum and cause the algorithm to “mature 

prematurely”. In order to compensate for the shortcomings of the original method, drawing on the particle swarm 

algorithm particle flight update strategy, the learning factor C is introduced, which changes adaptively with the 

number of iterations during the iterative process of the algorithm. At the beginning of the algorithm, the learning 

factor is small, and the frog individuals in the worse position are easy to be close to the better individuals; with the 

depth of the iterative process, the learning factor gradually becomes larger (it can not be too large, otherwise it 
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affects the algorithm convergence), which is conducive to the algorithm to jump out of the local optimum. In this 

paper, the learning factor is changed in a linear way, and the improved formula for updating the worst frog 

individual is as follows (4-20) (Zhang Jun, 2011). 

,

min max min

() ( )

/ ( )

k k old

i b wD rand X X C

C C iter GerNum C C

=  − 

= + −



 

                  (4-20) 

Where: iter is the current number of iterations, GerNum is the total number of evolutionary generations, Cmax and 

Cmin are the maximum and minimum values of the learning factor, respectively. 

4.3.3 Immune Frog Jump Optimized VSM Model 

Based on the above description of the optimization of the similarity model, the entire frog population search space 

(feasible domain range) is first defined as Ω , and the number of individuals in the frog population is F = 20 (the 

number of segments). Any frog individual is available at ( 1,2, )iX i F= 
, 

representing a candidate solution 

to the problem. Where 1 2( , , , )i i i isX x x x=
, 
s represents the number of dimensions of the problem variables to 

be optimized. The flowchart of the model construction is shown in Figure 2 (ZHANG Binghui, ZHANG Yan, 

WANG Wei, et al., 2020). 

 

Figure 2. Flowchart of the VSM model for immune frog jump optimization 
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Step 1: Initialization of algorithm parameters 

The model parameters are set according to the size of the problem to be optimized: the number of frog individuals 

P, the number of communities M, the number of intra-community iterations Gin, the number of mixed iterations 

Gshuff the minimum learning factor Cmin, the maximum learning factor Cmax, the size of clones C for the clone 

selection algorithm, and the size of the memory population m. 

Step 2: Calculate the degree of adaptation 

Randomly initialize F individual frogs that meet the constraints and compute the fitness value for each individual 

and note i = 0; 

Step 3: Forming a Community 

The initial populations were ranked in descending order according to the size of the fitness value, and the 

individuals within the frog population were divided into populations according to the principle of population 

division to form M populations; 

Step 4: Preliminary Iterative Calculation 

For each community, determine the optimal individual Xb, the worst individual Xw, and the optimal individual Xg 

of each frog group, and use the improved step update formula to update Xb, and update Xb, Xw, and Xg at the same 

time, and repeat this step until the iterative computation of Gin times for M communities is completed (Li Ting, 

2018). 

Step 5: Arrangement Iteration 

Recombine and reorder the entire frog population by fitness values. Remember the first M better solutions in the 

frog population (i.e., the optimal solutions of each population) as the population space P. These better individuals 

represent the better individuals searched by the current frog population, and merely grouping and aggregating frog 

populations does not allow for a more adequate search for these better individuals (to a certain extent, it only 

ensures the global convergence of the algorithm), whereas the optimal solutions are usually in the vicinity of the 

better individuals, and a clonal selection operation is carried out on the population, which is usually in the vicinity 

of the better individuals. Perform further search helps to improve the efficiency of the algorithm to find the optimal. 

The specific steps are as follows (Step6~Step8) (He Jianjun, Zhang Junxing, Jia Siqi, et al., 2014). 

Step 6: Clone Collection 

Normalize the individual affinity (fitness value) in the population space P and clone the group size to the set 

population size, as shown in Equation (6-2) to obtain the set of cloned groups ( )gC ; 

Step 7: Variant Collection 

Perform the high frequency mutation operation according to equation (6-3) on, the 
gC  set to obtain the mutated 

population set ( )
g

C  .
 

Step 8: Intervenes in the greedy algorithm 

A neighborhood-based greedy strategy is applied to the pre-mutation population p and the post-mutation 

population ( )
g

C   to select the better individuals and replace the first M better solutions of the frog population, 

followed by updating the memory population and simulating the cell extinction process. 

Step 9: Judge whether the termination condition is reached 

Determine whether the evolutionary process of the algorithm has reached the termination condition. The 

termination condition can generally be set to the maximum number of iterations or the difference between the 

optimal fitness values of two neighboring generations to meet a predetermined threshold. If the termination 

condition is reached, the optimization search ends and the optimal result is output; otherwise, return to Step 3 and 

iterate again. Finally, the global iteration outputs the similarity between the two texts under the optimized 

conditions, and outputs the optimal time at this time. 

4.3.4 Example Analysis and Calculation Results 

Assuming that the two texts have 800 characters each, their specific contents are shown below. 

 



INNOVATION IN SCIENCE AND TECHNOLOGY                                                    SEP. 2023 VOL.2, NO.5 

19 

 

Figure 3. Two different versions of the text 

 

Then the Figure 3 in the two texts as the object of study, will be substituted into the construction of the VSM 

model based on the immune frog jump optimization for iterative calculations, calculated between the two different 

versions of the difference between the size of the calculation results of the two texts to the Word model, will be 

substituted into the application of MATLAB constructed based on the immune frog jump optimization of the VSM 

model, through the iterative calculations, can be derived from the model of the optimal time output value is shown 

in the following figure. 

Two kinds of text to Word model, will be substituted into the application of MATLAB constructed based on the 

immune frog jump optimization VSM model, through iterative calculation, can be derived from the model optimal 

time output value is shown in the figure below. 

 

 

Figure 4. Iteration diagram of the model 

 

According to Figure 4, it can be concluded that when the model is iterated to the 15th generation, the minimum 

time for the model to run is 21ms, and the similarity of the two texts at this point in the output is 93.79%, then we 

can conclude that the difference value between the two different versions at this point in time is 6.21%. 

4.3.5 Concluding Analysis 

In this paper, the algorithm based on immune frog jumping makes full use of the global search capability of SFLA 
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and the local search capability of immune evolutionary algorithm, takes into account the balance between the 

global and local search capabilities in the evolutionary strategy, and adaptively adjusts the step factor to improve 

the algorithm’s efficiency in searching for excellence in the process of evolution, and applies the algorithmic model 

of immune frog jumping for iterative calculation of similarity to the whole text, and is able to accelerate the 

calculation speed of the vector space-based TF-IDF similarity evaluation model. TF-IDF similarity evaluation 

model calculation speed. Through the example calculation (800 characters), it is concluded that when the model 

is iterated to the 15th generation, the minimum running time of the model is 21.6ms, and the output of the similarity 

of the two texts at this time is 93.79%, then we can conclude that the difference value between the two different 

versions at this time is 6.21%. 

4.4 Adaptive PSO Optimization GFCT Model 

4.4.1 Adaptive PSO Algorithm Flow 

In a D-dimensional target search space, there are n particles forming a particle swarm, where each particle is a D-

dimensional vector whose spatial position is denoted as xi = (xi1, xi 2 ,..., xiD ), i =1, 2,..., n. The spatial position 

of the particle is a solution in the objective optimization problem, and substituting it into the fitness function can 

calculate the fitness value, and the superiority of the particle can be measured according to the size of the fitness 

value; the flight speed of the ith particle is also a D-dimensional vector, which is denoted as vi = (vi1, vi 2 ,..., viD ); 

the position experienced by the ith particle with the best fitness value is called the individual historical best position, 

denoted as pi = ( pi1, pi 2 ,..., piD ), and the best position experienced by the entire swarm of particles is called the 

global historical best position, denoted as
1 2( , ,..., )g g g gDp p p p= , and the evolutionary equation of the particle 

swarm can be described as (ZHANG Binghui, ZHANG Yan, WANG Wei, et al., 2020): 

1 1 2 2( 1) ( ) ( )( ( ) ( )) ( )( ( ) ( ))

( 1) ( ) ( )

ij ij ij ij gj ij

ij ij ij

v t v t c r t p t x t c r t p t x t

x t x t v t

+ = + − + −

+ = +
           (4-21) 

Where: subscript j denotes the jth dimension of the particles, subscript i denotes particle i, t denotes the tth 

generation, c1, c2 are acceleration constants, which usually take values between (0,2), and

( ) ( )1 20,1 , 0,1r U r U    are two mutually independent stochastic functions. From the above particle 

evolution equation, it can be seen that c1 regulates the step size of particles flying in the direction of their own best 

position, and c2 regulates the step size of particles towards the global best position. 

By analyzing some characteristics of the group of elementary particles, we can know that the first part of equation 

(4-21) is the previous speed of the particles; the second part is the “cognitive” part, which represents the thinking 

of the particles themselves; and the third part is the “social” part, which represents the social information sharing 

among the particles. The third part is the “social” part, which represents the social information sharing among the 

particles. Although the relative importance of the social and cognitive parts of the model has not yet been 

theoretically determined, some studies have shown that for some problems, the social part of the model appears to 

be more important than the cognitive part (Chunhui You, 2008; Wang Li-Bureau, 2008). 

In the algorithm, the potential solution of each optimization problem can be regarded as a point on the n-

dimensional search space, i.e., it is assumed that there are no “particles” with volume and mass, and there is a 

degree of fitness determined by the objective function and their corresponding positions and velocities, and then 

the particles are dynamically adapted according to the flight experience of the individual and the group. Since the 

particle swarm algorithm has the advantages of fewer parameters to be adjusted and decentralized search, it is 

beneficial to the implementation of the projection tracing method. In this paper, the projection tracing method 

based on particle swarm algorithm will calculate the unit projection vector of each index as the weight. The steps 

are as follows (Zhou Fang, 2005): 

Step 1: Establish linear projection function 
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Let the jth indicator of the ith sample be ( 1,2,..., , 1,2,..., )ijx i n j m= = ; where n is the number of samples 

and m is the number of indicators. If 1 2( , ,..., )ma a a  is the m-dimensional projection vector, the expression for 

the projected eigenvalue Zi of sample i in one-dimensional linear space is (Chunhui You, 2008; Wang Li-Bureau, 

2008; Jin Bo & Shi Yanjun, 2005): 

1

m

i j ijj
Z a x

=
=                                   (4-22) 

Step 2: Establish the objective function 

This question needs to address the shortest time to complete the overall computation, i.e., the shortest time to 

analyze the text. 

So our objective function is mediated by the time to carry out. The objective function equation for the projective 

tracing method is: 

( ) ( ) ( )Q a S a d a=                                  (4-23) 

( )Q a  The meaning is: minimize the total text computation time for all while iterating as much as possible for 

each word, when ( )Q a  is smaller, the time value is minimized. 

( )S a  is the sample standard deviation of iz , i.e., there: 

2
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1
( ) ( )
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ii
S a z z
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−

= −
−


                        

(4-24) 

Where z
−

  is the mean value of iz  , the larger ( )S a   is, the more dispersed the values are. d( )a  is the local 

density of the projected value iz , i.e., there: 

1 1
( ) ( ) ( )

n n

y yi i
d a R r I R r

= =
= −  −                      (4-25) 

ijr  is the distance between the projected eigenvalues
ij i jr z z= −∣ ∣, whose value also indicates the degree of 

dispersion. r is the density window width parameter, whose value is related to the structure of the sample data, and 

the analysis of R can be seen that its value range max 2r R m   , which generally takes the value of

max
2

m
R r= + , where 

max max( )ijr r= . ( )ijI R r−  For the unit step function, its value satisfies the equation 

(ZHANG Binghui, ZHANG Yan, WANG Wei, et al., 2020): 

1 0
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0 0

ij

ij

ij

R r
I R r
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− 
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，
                           (4-26) 

Step 3: Optimize projection direction 

The objective function ( )aQ   will change according to the change of the projection vector a. The proper 

projection vector a can maximize the possibility to express the feature structure of the high-dimensional data, so 

the corresponding projection vector a can be found by solving the maximum value of the projected objective 

function, i.e., there: 

Minimum objective function: min ( )aQ  

The constraints are:
2

1
1;

m

ii
a a

=
= =  
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Step 4: Construct the solution model 

The flowchart of the constructed algorithm is shown in Figure 5 shows (Wang Li-Bureau, 2008): 

 

Figure 5. Adaptive PSO algorithm to optimize VSM flowchart 

 

1) Initialize particles (including number of particles, initial velocity, initial position); 

2) Calculate the fitness of the particle’s objective function ( )fit i  

3) For each particle, replace it with its fitness value ( )fit i  and the individual’s extreme value _ ( )best p i , and 

if ( ) _ ( )fit i best p i  then ( )fit i _ ( )best p i  

4) For each particle, compare its fitness value ( )fit i   with the global extreme value _gbest   and if

( ) _gfit i best  replace it with ( )fit i _ ( )best p i  

5) Update the velocity 
ijv  and the position 

ijx  of the particle according to the following equation: 

1 1 2 2( 1) ( ) ( )( ( ) ( )) ( )( ( ) ( ))

( 1) ( ) ( )

ij ij ij ij gj ij

ij ij ij

v t v t c r t p t x t c r t p t x t

x t x t v t

+ = + − + −

+ = +
           (4-27)

 

If the end condition is met (error is reached or maximum number of cycles is reached) then the loop is exited and 

the requested single is outputted. 

Bitwise projection vector (weight) a and projection eigenvalue zi, otherwise repeat 2 through 5 (Li Ting, 2018). 
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4.4.2 Adaptive PSO Optimization GFCT Model 

In PSO algorithm, the velocity of each dimension of particle i is adjusted by ipbest   (the best position 

experienced by particle i so far) and igbest  (the optimal particle position in the whole population); while in 

LPSO algorithm, the velocity of each dimension of particle i is adjusted by ipbest  and 
ineighborp  (the optimal 

particle position in the neighbors of particle i). That is to say, in both PSOs, for the learning of the “self-knowledge 

part” and the “social part”, each dimension of the particle is learned from the corresponding dimension of the same 

particle (Li Ting, 2018; He Jianjun, Zhang Junxing, Jia Siqi, et al., 2014). 

Step 1: Deep self-learning design 

On the basis of the global optimization of particle swarm proposed in problem 1, a deep learning strategy is 

proposed, that is, when updating the particle velocity, the “social part” of the learning samples of each particle is 

not the particle that is optimal in the neighborhood, but all of its neighbors (including its own history of optimal 

position), which ensures that the particle is optimal in the current iteration. One-dimensional learning object in the 

current iteration of the moment are optimal. At a certain iteration moment, the current “social part” learning sample 

of particle i is shown. The learning objects for each dimension of the particle are determined as follows (Chunhui 

You, 2008): 

( )

( ) ( )
arg max ,( 1,2,..., ; )

i

j id

bin i

jd id

fitness p Fitness p
p i ps j neighbor

p x

  − 
= =   

−    
∣ ∣

     (4-28) 

1 1 2 2 ( )( , ) ( ) ( ( ) ( )) ( ( ) ( ))i g i bin i iSim T T w v t c r p t x t c r p t x t


=  + − + −            (4-29) 

Where, ( )bin ip   denotes each one-dimensional learning sample of particle i; ineighbor   denotes the set 

consisting of neighbors of particle i; 
( )i

d

binp arg()   denotes the identification of the corresponding particle. 

Equation (4-30) shows that if the Euclidean distance between the dth dimension of particle i and the dth dimension 

of the jth particle of its neighbor is smaller (meaning closer), the dth dimension of the jth particle will be selected 

as the dth dimension learning sample of particle i, which makes full use of the optimal information of the particle’s 

neighbors in each dimension (Li Ting, 2018). 

Step 2: Self-search process 

For the sake of convenience, a population containing 6 particles is used to study the potential search space 

hypothesis P for both learning strategies; denotes the third particle in the population (its position in the population 

is divided into three conditions: 3 ( )iP min pbest . 

( ) ( ) ( ) ( ) ( )3 3 4 1, 1,2....,6), , , .i i i i i imin pbest P max pbest P max pbest i pbest gbest pbest min pbest pbest max pbest   = = = =和  

L1 and L2 denote the search space of the standard PSO algorithm, and L3 and L denote the potential search space 

of the potential search space of DNMPSO The potential automated search space of the dth dimension of the ith 

particle in the population of DNMPSO in the standard PSO search process is represented as follows: 

1 1 2( ) ( ) ( )d d d d d d d

i i iS i L i L i gbest P pbest P= + = − + −∣ ∣∣ ∣             (4-30) 

Where 
d

iP  denotes the dth dimension of the ith particle; and ∣∣ denotes the Euclidean distance. 

Then particle swarm based deep learning and automatic search is based on the model as follows (He Jianjun, Zhang 

Junxing, Jia Siqi, et al., 2014): 
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Where, i, j = 1,2,..., ps; ps denotes the population size and T’ denotes the shortest computational time. 

5. Simulation Results 

In order to validate the results of the adaptive PSO optimization GFCT Model, we analyze two texts of 1000 words 

from the first edition and the old edition, apply the constructed model to calculate the number of transmissions 

experienced between the two texts, and output the calculated time. Figure 6 shows the text model of the old and 

new texts. 

 

 

Figure 6. Calculated text data (left: old text, right: new text) 

 

According to Figure 6, it can be concluded that the number of characters of the text data is 1000, and the two texts 

are taken as the object of study, and MATLAB is applied to construct the model and import the text for computation, 

then the results of the model are shown in the following figure. 
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Figure 7. Results of model calculations 

 

According to Figure 7, it can be concluded that there is a large difference between the calculation results before 

and after the algorithm optimization, the running time before optimization is longer, reaching 58ms, when the 

model iterates to 29 generations, the model outputs that the optimal running time at this time is 31ms, and at this 

time, the number of text transmissions is 5 times, and the similarity is 86.7%. 

In summary, using the adaptive particle swarm algorithm with few control parameters, strong optimization seeking 

ability, and small local convergence, the text transmission evaluation model based on Gaussian process (i.e., GFCT 

Model) is optimized and calculated to endow it with the ability of deep learning, and by citing the example of 

calculation, it is concluded that there is a big difference in the calculation results before and after the optimization 

of the algorithm, and the runtime before the optimization is longer, which is up to 58ms, when the model iterates 

to 29 generations, the model outputs that the shortest running time at this time is 31ms, the number of text 

transmissions at this time is 5 times, and the similarity is 86.7%. 

This paper first constructed based on the immune frog jump algorithm model optimization calculation of the model 

constructed in problem 1, make full use of the global search capability of SFLA and the local search capability of 

the immune evolutionary algorithm, taking into account the balance between the global search in the evolutionary 

strategy and the local search capability asked, and in the process of evolution adaptive adjustment of the step factor 

to improve the algorithm’s efficiency of the search for the optimal to accelerate the vector space based TF- IDF 

similarity evaluation model based on vector space. Secondly, through the example calculation (800 characters), it 

is concluded that when the model is iterated to the 15th generation, the minimum running time of the model is 

21.6ms, and the similarity of the two texts at this time is 93.79%, which can be concluded that the difference value 

between the two different versions at this time is 6.21%. Furthermore, the construction of adaptive PSO algorithm 

on the Gaussian process based text transmission evaluation model (i.e., GFCT Model) to optimize the calculation, 

endowed with the ability of deep learning, through the example of the algorithm, concluded that the algorithm 

before the optimization and the algorithm after the optimization of the results of the calculation of the existence of 

a large difference between the pre-optimization and post-optimization, optimization of the runtime before the 

longer time, up to 58ms, when the model iterative to the 29th generation, the model outputs at this time, the shortest 

running time is 31ms, the number of text transmissions at this time is 5 times, and the similarity is 86.7%. 

6. Model Strengths and Weaknesses (Evaluation) 

6.1 Advantages of the Model 

1) The TF-IDF similarity evaluation model based on vector space uses the angle between the vectors to 

measure the similarity of information matching, the larger the angle the lower the similarity, which 
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transforms the related problem of the size of the difference between two texts into a vector matching 

problem in vector space, which can simplify the calculation steps and better realize the quantitative 

evaluation of the difference; 

2) Based on the Gaussian process model has a small sample, model parameters adaptive determination, 

identification accuracy and other advantages in addition to the ability to give probabilistic significance 

to the prediction results of the credibility of the prediction accuracy is high, more reasonable to produce 

five properties of the classification of the prediction results; 

3) The immune frog jump algorithm constructed in this paper makes full use of the global search capability 

of SFLA and the local search capability of the immune evolution algorithm, takes into account the 

balance between the global search and the local search capability in the evolution strategy, and adjusts 

the step factor to improve the algorithm’s optimization efficiency in the process of evolution, and the 

application of the immune frog jump algorithm model for iterative calculation of similarity to the whole 

text can speed up the calculation speed of the TF-IDF similarity evaluation model based on the vector 

space. -IDF similarity evaluation model based on vector space; 

4) The adaptive particle swarm algorithm with few control parameters, strong optimization-seeking ability, 

and small local convergence is optimized to compute the text transmission evaluation model based on 

Gaussian process (i.e., GFCT Model), which is endowed with deep learning ability, and greatly improves 

the speed of the operation and the efficiency of the operation. 

6.2 Disadvantages of the Model 

1) The TF-IDF similarity evaluation model based on vector space is a method based on statistics, which 

has a high degree of realism and effect only when the target text contains enough units and the related 

elements are repeated. At the same time, the TF-IDF method does not take into account the relevant 

factors (such as meaning, emotion, structure, etc.) that the words themselves have, but only the statistical 

characteristics of the word occurrence, which has some limitations. 

2) The model has more formulas, more complex principles, and is more difficult to program; 

3) All models did not go into cross-sectional validation of the data, so there is uncertainty in the models. 

7. Reach a Verdict 

In this paper, we investigate the problem of text comparison. Firstly, the TF-IDF similarity evaluation model based 

on vector space is utilized to propose a method for analyzing the size of the differences between the texts of 

different versions for comparison. Secondly, with the specific content of the two versions of the text known, the 

similarity evaluation model was applied to analyze and calculate the text, and the Gaussian process-based text 

transmission evaluation model (i.e., GFCT Model) was constructed for iterative calculation. Finally, we construct 

the immunity frog jump algorithm model to optimize the similarity evaluation model and the adaptive PSO 

algorithm to optimize the Gaussian process based text transmission evaluation model (GFCT Model). 

Our conclusions are as follows: in the era of information flood, the transmission of information between texts is 

getting faster and wider, text information workers should strive to adopt innovative science and technology to 

better analyze and process text information, and help users capture text information more quickly and accurately. 
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